Three-dimensional voltammetry: use of chronoamperometric E-t-i data to achieve second-order advantage
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ABSTRACT

This work studied the use of three-dimensional voltammetry, particularly potential-time-current (E-t-i) data, on the development of electroanalytical methods. E-t-i data was obtained by taking chronoamperograms at potentials applied as pulses on a staircase waveform. By using this three-way kind of data and appropriate calibration algorithms, the possibility of achieving the second-order advantage was evaluated in the determination of ferrocyanide in the presence of the uncalibrated interference hydroquinone as a model system. The determination of acetaminophen in urine samples, where ascorbic acid and uric acid play the major roles as interferents was also studied. Parallel factor analysis (PARAFAC) and multivariate curve resolution alternating least-squares (MCR-ALS) were the algorithms employed in this work. Both algorithms successfully achieved the second-order advantage by correctly predicting the concentrations of the validation synthetic samples. Excellent predictions were obtained in the direct analysis of acetaminophen-spiked urine samples by E-t-i data and MCR-ALS.
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1. INTRODUCTION

The first mention to the use of a three-dimensional representation of electrometric properties was made by Reilley et al. in 1951 [1], with a unified model based on a three-dimensional surface comprising current, voltage, and percentage of a substance in the oxidized state. Following this, Reinmuth [2] introduced the use of three-dimensional surfaces based on potential-time-current relationships in 1960. Developed under theoretical basis, both papers aimed at showing and explaining the relationships established among various time-independent and time-dependent electrometric techniques such as polarography, voltammetry, chronoamperometry, and chronopotentiometry. The visionary aspect of the work developed by both authors was important to the development of the first practical application on three-dimensional electrochemistry by Anderson and Bond [3] in 1983. The authors by that time were aware of the valuable potential of three-dimensional techniques in other areas of chemistry and expected the same for electroanalytical chemistry. The experimental difficulties to implement three-dimensional electrochemistry were only overcome thanks to the availability of adequate computerized instrumentation in the beginning of the 1980's. They obtained normal pulse polarographic data from several time domains in a single experiment, representing data as potential-time-current (E-t-i) surfaces. They verified that this approach was more efficient on detecting different types of interferences than one time-domain electrochemical data only, given the higher sensitivity of variable time domain electrochemical data regarding different kinetic phenomena.

E-t-i surfaces have usually been based on double potential step chronoamperometric data, where the initial potential was always at that point where no faradaic processes occurred and stepped up using incremental potentials and recording the current-time curves. Consequently, the first applications of three-dimensional electrochemistry, or also three-dimensional voltammetry [4],
were mainly based on the elucidation of the kinetics and mechanisms of electroic reactions [4,5,6,7] and formation of complexes [8]. Chronoamperometry is a very favourable technique for this aim because of its high sensitivity when plotted as a function of potential. All the available information from the electroic processes is embodied in the three-dimensional E-t-i surface [7]. Analytical applications can also be found regarding the early stages of three-dimensional electrochemistry [3,9]. They were based on the collection of univariate information such as peak height, peak position, and peak width at half-height at a range of pulse times, which were used to diagnose interference effects and indicate whether direct calibration or standard addition should be applied.

As the E-t-i surfaces encompass the use of more than one time-domain in the same electrochemical experiment, they can be classified as second-order data, or three-way data. In this kind of data, multivariate signals are collected per sample and organized into a data table or matrix in a way that the sample’s analytical signal is characterized by having more than one mode or domain. For example, in the case of E-t-i data the t-i mode contains a collection of chronoamperograms at several E values, while the E-i mode contains a set of voltammograms over a given time period. By combining second-order electrochemical data with suitable calibration methodologies, such as parallel factor analysis (PARAFAC) [10] or multivariate curve resolution by alternating least squares (MCR-ALS) [11], the second-order advantage [12] can be achieved, which allows the quantification of the analyte in the presence of unknown interferents.

This remarkable feature is possible because, once adequately decomposed by a suitable algorithm, the information provided by second-order data can be uniquely ascribed to the analyte, even in the presence of components not considered at the calibration stage. In consequence, the second-order advantage allows the construction of calibration models obtained from simpler
standards that can be used directly on complex samples. An additional advantageous feature of some second-order calibration methods is that they operate by converting the analytical signal into the profiles of the pure components, which also allows for the qualitative characterization of the analytes. Thus, as one can conclude, the first analytical applications of three-dimensional voltammetry did not seize the full potential of the E-t-i surfaces.

The first work describing the association between second-order electrochemical data and multivariate calibration techniques in order to achieve the second-order advantage was presented by Galeano-Díaz et al. [13] for the simultaneous determination of fenitrothion, fenitrooxon and 3-methyl-4-nitrophenol in environmental samples in 2008. To obtain the three-way data, they used square wave voltammograms taken at different accumulation times as the second-order domain. Since then, although still incipient, the number of applications involving second-order multivariate calibration of electrochemical data has increased. It has become the most employed strategy to drive second-order electrochemical data the in-series execution of voltammograms by changing one of the instrumental parameters. These would be either the pulse time [14] or pulse amplitude [15,16,17] in differential pulse voltammetry or the frequency in square wave voltammetry [18,19].

It is remarkable that, although it was the preferred approach in the first decades of three-dimensional voltammetry, E-t-i data obtained from chronoamperometric measurements had not been used to develop analytical applications based on the second-order advantage. This was the case despite the alleged higher sensitivity to small changes in electrochemical behavior and higher amount of electrochemical information presented by such type of data [3,20]. It is well known that the resolution between two overlapping voltammetric processes depends largely upon the half-wave potential (E$_{1/2}$) values, the concentration ratios and the kinetics of the electron transfer [21]. Thus, for example, if two overlapping processes are kinetically different in the context of the
electron transfer being the rate determining step, then the multi-time-domain electrochemical measurements could provide a useful way of discriminating against one of the processes, as long as measurements were made at longer time domains [22].

The work presented here aimed at the evaluation of E-t-i data in association with second-order calibration techniques in the development of electroanalytical methods. The methodology was initially evaluated with a model problem, namely the determination of ferrocyanide – a well-known redox probe with well-reported electrochemical behavior [23,24] – in the presence of hydroquinone, as a strong interferent not included in the calibration step. Ferrocyanide and hydroquinone show highly overlapped voltammetric peaks, but distinct oxidation processes regarding electron transfer. Following, the same method was applied in the direct determination of acetaminophen in urine samples, in the presence uric acid, ascorbic acid, and 3-acetamidophenol as uncalibrated interferents.

Acetaminophen (4-acetamidophenol), also known as paracetamol, is a very popular analgesic and antipyretic drug contained in many prescription and over-the-counter products [25]. The ubiquitous excretion of acetaminophen in urine has been related to exposure to aniline (or aniline-releasing substances) as well as nutrition, alongside the direct use of acetaminophen as a drug [26]. In the voltammetric determination of acetaminophen in body fluids, the presence of concomitants such as uric acid (the primary product of purine metabolism) and ascorbic acid (widely found in association with various pharmacologically active substances including acetaminophen [27]) are considered a significant issue in the accuracy of the results because the oxidation peaks are overlapping on traditional electrodes. With regard to 3-acetamidophenol, it was included as an interferent due to its chemical similarity with acetaminophen – it is a non-hepatotoxic regioisomer of acetaminophen with analgesic properties [28].
In both studies, E-t-i data were obtained by measuring the current during a series of pulses applied on a staircase waveform and the possibility of exploiting the second-order advantage was investigated by employing well-stabilized algorithms, PARAFAC and MCR-ALS. PARAFAC is an algorithm used in second-order calibration that requires the data to follow a trilinear model [10]. If trilinearity is lost in one mode, then MCR can be applied, where the second-order data is unfolded in a matrix in the direction in which the loss of trilinearity occurs [11]. Thus, the MCR algorithm decomposes the data matrix in a bilinear model by alternating least squares (ALS).

2. EXPERIMENTAL

2.1. Reagents and materials

The following reagents were used: potassium dihydrogen phosphate, sodium hydroxide, potassium ferrocyanide, potassium chloride, hydroquinone, acetaminophen, uric acid, ascorbic acid, and 3-acetamidophenol. All chemicals were of analytical grade, used without further purification, and purchased from Sigma–Aldrich, except for potassium dihydrogen phosphate, which was purchased from Fisher Scientific. Ultrapure water (resistivity ≥18 MΩ·cm), produced by an ELGA purification system, was used throughout the experiments. Morning midstream human urine samples were collected from a volunteer in polystyrene urine collection bottles and were directly used to avoid degradation.

2.2. Electrochemical procedure

Electrochemical measurements were performed in a potentiostat Autolab PGSTAT302N (Metrohm Autolab, The Netherlands) controlled by software Nova 2.1 in a conventional three-
electrode electrochemical cell. The reference and auxiliary electrodes were an Ag/AgCl (3M KCl) electrode and a platinum sheet electrode, respectively, both purchased from Metrohm, UK (Part Numbers 6.0733.100 and PT.SHEET, respectively). Two working electrodes were used: i) a platinum rod electrode (Metrohm, UK, Part Number 6.0343.000); ii) carbon screen-printed electrodes obtained from Dropsens, Spain (Ref. 110). All measurements were carried out at room temperature (21±1°C) in a 50 mL cell with a quiescent pH 7.2 phosphate buffer solution used as supporting electrolyte without convection. This solution was 0.1 mol L⁻¹ KH₂PO₄ + 0.1 mol L⁻¹ KCl adjusted to the desired pH with NaOH 2 mol L⁻¹.

E-t-i data was obtained by performing chronoamperograms at potentials applied as pulses on a staircase waveform. Starting potential was 0.0 V, where only background current was observed in the cyclic voltammograms of ferrocyanide or acetaminophen and continued with 0.02 V increments up to 0.50V in the determination of ferrocyanide, and up to 0.80V in the determination of acetaminophen. For ferrocyanide, chronoamperograms were recorded during 10 s with sampling time of 0.5 s, and for acetaminophen, chronoamperograms were recorded during 5 s with sampling time of 0.2 s. This protocol resulted in data matrices sizes of 20 x 27 and 25 x 41 for each experiment for ferrocyanide and acetaminophen determinations, respectively.

2.3. Case studies

The study was conducted throughout two stages. The first stage aimed at evaluating the E-t-i data in the determination of ferrocyanide with second-order multivariate calibration algorithms in two different concentration ranges, 0.02-0.10 mmol L⁻¹ and 0.10-1.00 mmol L⁻¹. The ability of E-t-i data in achieving the second-order advantage was evaluated by predicting ferrocyanide in the presence of hydroquinone as the unexpected sample constituent with a strong interference
behavior. Only ferrocyanide was considered to be present in the calibration samples, whereas hydroquinone was included in the validation samples. Thus, aqueous standards containing ferrocyanide in three levels – 0.2, 0.5, and 0.8 mmol L\(^{-1}\) – were prepared and hydroquinone concentration was changed from ten times lower to ten times higher the ferrocyanide concentration at each level (Table 1). Measurements at this stage were performed with a platinum rod electrode and carried-out in triplicate.

In the second stage of this work, second-order multivariate calibration with E-t-i data was evaluated in the determination of acetaminophen directly in urine samples. First, platinum rod and carbon screen-printed electrodes were tested for the determination of acetaminophen in aqueous standard solutions in the 20-100 \(\mu\)mol L\(^{-1}\) concentration range. A better analytical performance was obtained by using screen-printed electrodes. Consequently, they were applied in the determination of acetaminophen in the presence of the uncalibrated urine sample concomitants uric acid and ascorbic acid, which also present strong interference in its voltammetric determination, and 3-acetamidophenol, a regioisomer of acetaminophen. The experiments were carried-out following a four three-level factors orthogonal array design (Table 2) [29].

2.4. Data analysis: algorithms and procedures

PARAFAC requires the three-way data array to follow a trilinear model:

\[
\mathbf{X} = \mathbf{A}(\mathbf{C}) \otimes \mathbf{B}^t + \mathbf{E}
\]

(1)

where \(\mathbf{X}\) is the trilinear data array, \(\mathbf{A}\) is the intensity matrix (scores matrix, sample mode), \(\mathbf{B}\) and \(\mathbf{C}\) are loadings matrices with the profiles of the pure components in both dimensions \((i-t\) and \(E-i\) modes, respectively), and \(\mathbf{E}\) is a matrix with the residues left by the model. \(\mathbf{B}\) and \(\mathbf{C}\) matrices are normalized. The symbol \(\otimes\) is the operator of the Khatri-Rao product [30]. From a set of standards,
one can construct a pseudounivariate calibration curve that relates the A scores of PARAFAC to the concentrations. A three-dimensional array will be trilinear provided the following conditions are fulfilled: (i) the maximum signal measured for a pure component in each data dimension is directly proportional to the component concentration; (ii) the signal for a given sample is bilinear, i.e., data matrix can be decomposed into the product of two vectors, each containing the component profile in one of the two data dimensions; (iii) the shape of the profile for a given component in a dimension must be the same in different samples, with intensity variations being only due to different concentrations [31].

In E-t-i data, the maximum current in the E-i dimension (peak current of the voltammogram) is proportional to the concentration of the pure component. On the other hand, the maximum current in the dimension t-i (chronoamperograms) occurs at t = 0 s, where the charge current has a much greater contribution than the faradaic current; consequently, the total current is not proportional to the analyte concentration. However, as the charge current decays exponentially and long time-steps were used (0.5 s), at any t > 0 the current will have a greater contribution from the faradaic component and will be proportional to the analyte concentration. Consequently, to meet condition (i), the first point in the chronoamperograms was discarded. The fulfillment of conditions (ii) and (iii) will depend on the occurrence of phenomena that introduce non-linearity to the signals such as baseline drift and peak shift.

Peak shift in an electrochemical measurement may be due to the degradation of the reference electrode over time [32], the kinetics of heterogeneous reactions taking place at the surface of electrode, and the relation between such kinetics and the concentration of compounds in the bulk [33,34]. Once peak shift hinders the direct application of second-order data processing algorithms, the alignment of all voltammograms to the same reference position is an important
stage which should be conducted before PARAFAC. In this work, the correlation optimized warping (COW) algorithm was used to align the signals. COW alignment parameters were obtained after carrying out an automatic selection routine [35] on calibration data set. This routine automatically optimizes the segment length and slack size for COW alignment pre-processing and is available in the package created by Skov et al. [35]. The default reference vector – maximum cumulative product of correlation coefficients – was used in the optimization process.

The verification of trilinearity in PARAFAC was done through the core consistency diagnostic (CORCONDIA) [36]. It was also used in conjunction with residual fit analysis to select the correct number of components in PARAFAC models. Direct trilinear decomposition (DTLD) was used for initialization of PARAFAC decomposition of the three-way data. Usually, trilinear systems do not require any special restrictions for PARAFAC processing. But, in some occasions, the use of some constraints – orthogonality, non-negativity or unimodality – may be necessary for the resolution of the pure component profiles or to improve the interpretability or the accuracy of the model. In this case, non-negativity in mode A (scores matrix) was used.

Of the several approaches that use PARAFAC as the basis for calibration [37], one of the two most used was performed [38], which was also adopted for MCR-ALS: the I x J x K array of I calibration samples is augmented with the sample data to be predicted to form an array of dimensions (I+1) x J x K, and PARAFAC simultaneously models both the calibration and the test sample [38]. This procedure is best suited to achieve the second-order advantage, since each test sample can have its own interferents, and the sample model is best adjusted to its composition, although the construction of a single model for more than one test sample can be feasible when test samples have similar qualitative, but different quantitative composition [39]. All predictions
shown for validation and real samples throughout this manuscript were obtained by using this same procedure.

As one of the most used second-order calibration algorithms, MCR-ALS was also evaluated in the analysis of E-t-i data. MCR-ALS is an algorithm capable of handling data sets deviating from trilinearity. MCR-ALS was performed on a column-wise augmented data matrix. The data matrices obtained for the standards of the calibration set plus one test sample were put over each other in a column-wise manner, resulting in the augmented matrix $D_{aug}$. In E-t-i data is expected that profile variations could occur matrix-to-matrix along the E-i (voltammetric) direction caused by peak shifts and peak shape changes, producing a decrease in linearity. Thus, the strategy of augmenting matrices along the mode that is suspected of breaking the trilinear structure was carried out.

The bilinear decomposition is performed on the created column-wise augmented matrix $D_{aug}$ according to the expression:

$$D_{aug} = C_{aug} S^T + E_{aug}$$

in which the rows of $D_{aug}$ contain the voltammograms as a function of time, the columns of $C_{aug}$ contain the chronoamperometric profiles of the resolved compounds involved in each experiment (standards and sample), the columns of $S$ contain their related voltammograms, and $E_{aug}$ is an augmented matrix of residuals. In this case, the resolved pure voltammograms are common to all experiments and the chronoamperometric profiles can be different from experiment to experiment, i.e., they can be concentration dependent. Thus, the areas under the chronoamperometric profiles were used to build a calibration curve.

Decomposition of $D_{aug}$ is achieved by alternating least-squares under suitable constraints, which also help the algorithm to provide solutions with physical meaning. The applied constraints were unimodality in the voltammetric profiles, non-negativity in the chronoamperometric profiles,
correspondence among species and samples, and correlation. Before decomposition, \( D_{\text{aug}} \) was submitted to a peak shift correction procedure by performing the COW algorithm in the same way as described for PARAFAC.

MCR-ALS needs initialization with the number of components or electrochemical processes contributing linearly to the current as close as possible to the final results, which was obtained from singular value decomposition analysis of the \( D_{\text{aug}} \) matrix. Following, simple-to-use interactive self-modeling mixture analysis [40] was used to find an initial estimate of pure non-augmented profiles (voltammograms) of the components with 10% of noise allowed.

All data analysis was carried out within a Matlab® 9.3.0 (The MathWorks™, Inc.) environment using the toolbox MVC2 developed by Olivieri and co-workers [41], which enables second-order multivariate calibration including MCR-ALS and PARAFAC. Leave-one-out cross-validation was carried out to perform a first evaluation of the algorithms, based on the root mean-squared error of cross-validation (RMSECV) and prediction (RMSEP), and the relative error percentage (REP) [42]. It is important to mention that the cross-validation procedure adopted was performed with two purposes: i) to verify the concentration range or the working electrode best suited to the development of the calibration model; ii) to present and discuss qualitatively the decomposition results (pure chronoamperometric and voltammetric profiles) for the first time.

3. RESULTS AND DISCUSSION

3.1. Determination of ferrocyanide

The first stage of this work was to evaluate the applicability of E-t-i data in obtaining second-order calibration models. In this sense, the determination of potassium ferrocyanide was chosen as model system. This probe shows a quasi-reversible behavior and has well-established mechanism of
oxidation [43]. Also, Fe(CN)$_6^{3/-}$ is known as an inner sphere redox system that is sensitive to the surface structure of the electrode [44]. The cyclic voltammogram of ferrocyanide using a platinum rod electrode (Fig. S1) showed a $\Delta E_p = 131$ mV, which could indicate the quasi-reversible behavior.

The chronoamperograms of the supporting electrolyte (0.1 mol L$^{-1}$ KH$_2$PO$_4$ + 0.1 mol L$^{-1}$ KCl at pH 7.2) and 1.0 mmol L$^{-1}$ K$_4$[Fe(CN)$_6$] in the background solution, from 0.0 V up to 0.50 V, at the platinum rod electrode are presented as E-t-i surfaces in Fig. 1a and Fig. 1b, respectively, and as two-dimensional representations in Fig. S2a and Fig. S2b, respectively.

![Fig. 1. E-t-i surfaces obtained at platinum rod electrode for a) supporting electrolyte, b) 1 mmol L$^{-1}$ Fe(CN)$_6^{4-}$, and c) 0.8 mmol L$^{-1}$ Fe(CN)$_6^{4-}$ + 0.8 mmol L$^{-1}$ hydroquinone.](image)

The chronoamperograms obtained for the supporting electrolyte at platinum electrode present two distinct behaviors of the current vs. time variation along the potential sweep (Fig. S2a). In the first chronoamperograms the current increases with time until it reaches a maximum value. These profiles occur with lower frequency, but with a much greater change in current over time. This behavior could be related to the dissolution the platinum working electrode in the presence of chloride ions [45,46]. As the applied potential increases, the chronoamperograms show a profile in which the current peak is obtained at t = 0 and decreases with time under a transient behavior,
similar to that of an ideal polarizable electrode. For the supporting electrolyte the currents are entirely negative during the chronoamperometric measurements at potentials lower than 0.26 V and become completely positive at potentials above 0.30 V (Fig. S2a). For ferrocyanide (Fig. 1b, Fig. S2b), at the beginning of the scan, the chronoamperograms show similar behavior to that of the supporting electrolyte. However, it changes significantly to the second behavior as it approaches the oxidation potential of ferrocyanide at 0.28 V, where a chronoamperogram with the highest currents is obtained. After this potential, similar profiles with lower currents are observed. Still, the currents are higher than those observed for the chronoamperograms of the background solution in the same region. The differences between the maximum current at t = 0 and the currents observed over time are much smaller in the chronoamperograms of the supporting electrolyte than those in the chronoamperograms of ferrocyanide.

The current measured at each point of the E-t-i surface is composed of faradaic and non-faradaic currents. The latter decays exponentially with time, while the former decays in accordance with the squared root of time for diffusive control over the rate of electrolysis [21]. The chronoamperograms of supporting electrolyte depart from the t^{-1/2} dependence, which could be expected since faradaic currents are not supposed to contribute significantly to the currents registered. For ferrocyanide, chronoamperograms also deviate from the t^{-1/2} dependence, except those obtained at the oxidation peak potential of 0.28 V, in accordance with the literature [21].

Initially, the calibration data sets obtained at two different ferrocyanide concentration ranges were analyzed. The first calibration set comprised five standard solutions with concentrations ranging from 0.02 mmol L^{-1} to 0.10 mmol L^{-1} Fe(CN)$_6^{4-}$. For the second calibration set, ten standard solutions were prepared in concentrations ranging from 0.10 mmol L^{-1} to 1.00 mmol L^{-1} Fe(CN)$_6^{4-}$. Briefly, for each solution, the experimentally measured chronoamperograms at
each step potential were arranged in a data matrix having as many rows as time steps and as many columns as potentials scanned during the measurements. So, each row can be considered as a voltammogram at a specified time and each column is a chronoamperogram at an applied potential.

With the calibration sets obtained, the first algorithm evaluated in order to obtain the second-order calibration models was PARAFAC. The two-way matrices obtained from the three-dimensional voltammetry experiments were arranged in a three-way array (or tensor) with dimensions 20 times × 27 potentials × 3n samples, whereas 3n means n standard solutions with increasing ferrocyanide concentration analyzed in triplicate, being n = 5 or n = 10 for the first or second calibration sets, respectively. The results of the calibration sets decompositions using PARAFAC are shown in Fig. 2. Fig. 2a and Fig. 2c show the t-i profiles (chronoamperograms) of the pure components in mode B for the 0.02 to 0.10 mmol L⁻¹ Fe(CN)₆⁴⁻ and 0.10 to 1.00 mmol L⁻¹ Fe(CN)₆⁴⁻ calibration sets, respectively, and the Fig. 2b and Fig. 2d show the pure E-i components profiles (voltammograms) in mode C. Two components presented the best compromise between the residual fit analysis and the CORCONDIA, which determined a core consistency of 100%. More components resulted in a lower residual fit, but negative core consistency values. Components have been ordered according to contribution.

The voltammetric profiles of component #1 in both calibration sets (Fig. 2b and 2d) are very similar and do not present any peaks, which could be related to the voltammogram of the background solution as the major source of variation. In the same way, chronoamperometric profiles of component #1 (Fig. 2a and 2c) show the same t-i behavior, with loadings that increase rapidly towards a nearly constant value. It could be inferred that the profile of component #1 in Fig. 2a reflects the combined effect of the two temporal behaviors observed for the
chronoamperograms of the supporting electrolyte (Fig. S2a). The same occurs for component #1 in Fig. 2c, but its correct visualization is not possible because of the wider y-axis scale necessary to depict the chronoamperometric profile of component #2. The background solution information played a significant role in the decomposition of signals in the concentration range of 0.02-0.10 mmol L\(^{-1}\) ferrocyanide. For the ferrocyanide standards containing 0.02 mmol L\(^{-1}\) up to 0.06 mmol L\(^{-1}\) it was hard to distinguish the E-t-i surface obtained in the presence of ferrocyanide from that obtained in its absence, affecting the signal-to-noise ratio and impairing the sensitivity in this range. For this reason, the prediction results obtained for this range were not satisfactory, with high RMSECV and REP values – RMSECV of 0.028 mmol L\(^{-1}\) and REP of 35% – being the 0.02-0.10 mmol L\(^{-1}\) region disregarded in the development of calibration models with PARAFAC.
Fig. 2. PARAFAC pure component profiles obtained in B mode (a and c) and C mode (b and d) for calibration sets in the 0.02 to 0.10 mmol L$^{-1}$ (a and b) and 0.10 to 1.00 mmol L$^{-1}$ (c and d) ferrocyanide concentration ranges. Lines in mode B profiles do not represent a function adjusted to experimental data.

The voltammetric profiles of component #2 show a peak at about 0.28V and resemble the voltammogram of ferrocyanide (Fig. S1), the other major source of variation of the standards. Chronoamperometric profiles of component #2 reveal that at the beginning of the potential pulses, the step charging current is high and decreases with time. However, the profiles presented different exponential rates as one can verify in Fig. S3, where attempts to adjust a power function were performed. A good fit was obtained for the chronoamperometric profile of the calibration set built with higher concentrations, which presented a time decay of $t^{-0.43}$, close to that expected for a Cottrell-type decay ($t^{-0.5}$), i.e., ferrocyanide oxidation at platinum electrode is controlled by diffusion. For the calibration set with higher concentrations of ferrocyanide, PARAFAC was able to completely separate the voltammetric information of ferrocyanide from that of electrode and supporting electrolyte. One can see the near null loadings before and after oxidation peak in voltammogram #2 of Fig. 2d, contrary to what happened for voltammogram #2 of Fig. 2b, where one can recognize background information after the peak, given its strong influence on the 0.02-0.10 mmol L$^{-1}$ range. The better resolution of the pure profiles resulted in a good prediction ability pointed by a RMSECV of 0.029 mmol L$^{-1}$ and REP of 5% for the 0.10 mmol L$^{-1}$ to 1.00 mmol L$^{-1}$ concentration range.

PARAFAC was applied for the analysis of E-t-i data obtained from the validation set (Table 1). Validation set samples were produced based on the 0.10-1.00 mmol L$^{-1}$ range and have ferrocyanide concentrations set at three levels – 0.20 mmol L$^{-1}$, 0.50 mmol L$^{-1}$, and 0.80 mmol L$^{-1}$ –
where hydroquinone was added to reach a concentration changing from ten times lower to ten times higher the ferrocyanide concentration. Hydroquinone was chosen as an uncalibrated strong interferent due to the highly overlapped oxidation peak, as shown in Fig. S1. However, hydroquinone displays a distinctive electrochemical oxidation process in the context of electron transfer when compared to ferrocyanide [47], which can help to achieve the second-order advantage.

Table 1. Determination of ferrocyanide in the presence of hydroquinone by the application of PARAFAC and MCR-ALS. Predictions results for the validation set.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Fe(CN)₄⁻ Reference (mmol L⁻¹)</th>
<th>Hydroquinone 0.02</th>
<th>PARAFAC Predicted 0.23</th>
<th>s.d.* 0.008</th>
<th>MCR-ALS Predicted 0.25</th>
<th>s.d. 0.032</th>
</tr>
</thead>
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<td></td>
<td></td>
</tr>
<tr>
<td>4-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th>9-2</th>
<th>9-3</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSEP (mmol L⁻¹)</td>
<td>2.88</td>
<td>0.050</td>
<td>1.04</td>
<td>0.044</td>
</tr>
<tr>
<td>REP (%)</td>
<td>2.97</td>
<td>0.052</td>
<td>1.05</td>
<td>0.043</td>
</tr>
</tbody>
</table>

|     | 1.26ᵃ/0.027ᵇ | 0.10ᵃ/0.050ᵇ |

*Standard deviation (σᵧ) was calculated as: \( σᵧ² = \text{SEN}^{-2}σₓ² + h \text{SEN}^{-2}σₓ² + h σₓ² \text{cal} \), where SEN is the sensitivity, \( σₓ² \) the variance in instrumental signals, \( h \) the sample leverage, and \( σₓ² \text{cal} \), the variance in calibration concentrations. The computation of the terms comprising the equation and the details regarding other figures of merit for second-order calibration can be found in [38].

ᵃ Considering all validation samples
ᵇ Removing the validation samples with hydroquinone concentration ten times higher than the ferrocyanide concentration.

**Fig. 1c** shows the E-t-i data obtained from the analysis of one validation sample containing 0.80 mmol L⁻¹ ferrocyanide and the same concentration of hydroquinone. One can see an E-t-i surface similar to that obtained for the sample containing 1.00 mmol L⁻¹ ferrocyanide (Fig. 1b) but presenting higher currents in the chronoamperograms. Considering a sample only containing ferrocyanide at the same concentration of the experiment in Fig. 1c (0.8 mmol L⁻¹), one should expect an E-t-i surface of similar aspect, but consisting of chronoamperograms with lower currents than the surface of Fig. 1b, where the ferrocyanide concentration is higher (1 mmol L⁻¹). However, what was observed was an E-t-i surface with more intense currents at an apparently wider peak. Consequently, the interference effect produced by hydroquinone can be verified, and poor prediction results should be expected if the determination of ferrocyanide was based solely on one of the dimensions.

**Table 1** shows good prediction results for PARAFAC when hydroquinone concentration is lower or at the same level of ferrocyanide concentration, providing a RMSEP of 0.027 mmol L⁻¹ and a REP of 6.1%. For these samples, three components were required to give lower residual fit values. Using more components caused a decrease in the residual fit, but with negative core consistency values. Compared to the calibration set decomposition and cross-validation analysis, only one
additional component was necessary. This one is related to the presence of hydroquinone as a third source of variation. The number of components estimated was then directly related to the number of chemical components contributing significantly to the measured signals. This is possible because the experimental system behaves in a bilinear way, and no important contributions from baseline drift or other additional interference process were present.

Fig. 3a and 3b show examples of the profiles obtained in PARAFAC decomposition modes B and C for validation samples containing the same concentration of hydroquinone and ferrocyanide. One can see that the pure voltammograms and chronoamperograms of the supporting electrolyte (component 1) and ferrocyanide (component 2) were recovered in the same way as for the calibration set and in the same order of importance for decomposition. In addition, a voltammogram with a peak potential at 0.22 V is observed, which can be attributed to the presence of hydroquinone. On the other hand, the chronoamperometric profile of hydroquinone was similar to that obtained for the supporting electrolyte. It can be inferred that although the hydroquinone oxidation and the electrochemical processes related to the supporting electrolyte contribute to the total current for each chronoamperogram, its variability through the calibration and validation samples in the tensor is not sufficient to be captured in this domain, constituting two loadings profiles that have negligible variations.

Despite the good results obtained in a situation of strong interference from an uncalibrated compound, the predictions were not satisfactory when the hydroquinone concentration was tenfold higher than that of ferrocyanide (Table 1). Fig. S4 shows an E-t-i surface obtained for a sample containing 0.50 mmol L$^{-1}$ ferrocyanide and 5.00 mmol L$^{-1}$ hydroquinone. The surface only slightly resembles those ones from Fig.1b and Fig.1c. The higher current intensities of the chronoamperograms together with changes in the qualitative aspect of the voltammetric profiles
led to obtaining E-t-i surfaces different from those used in the calibration set. These changes produced a deleterious effect on the predictive ability of the PARAFAC.

Fig. 3. Examples of PARAFAC and MCR-ALS pure component profiles obtained in B mode (a and c, respectively) and C mode (b and d, respectively) for validation samples with the same concentrations of hydroquinone and ferrocyanide. In plot c, the validation samples to the left of the vertical bar contain 0.50 mmol L\(^{-1}\) ferrocyanide and 0.50 mmol L\(^{-1}\) hydroquinone.

In order to understand how this interference occurs, Fig. S5 depicts the profiles of modes B and C obtained for the analysis of the sample on Fig. S4. The pure chronoamperograms and voltammograms of supporting electrolyte (component #2) and ferrocyanide (component #3) were properly recovered. The chronoamperogram of hydroquinone (component #1) is similar to that of
the supporting electrolyte, but its voltammogram is also similar and mirrors that of the supporting electrolyte. The lack of distinct profiles in both domains characterizes a poor decomposition of the interferent and resulted in an incorrect prediction for ferrocyanide. One can also observe that the most important component (component #1) is not related to the background solution anymore, but to hydroquinone, which indicates the severe interference of hydroquinone in this scenario. Neither the use of more components in the PARAFAC decomposition nor the use of additional constraints did resolve this issue.

The results of the decomposition of the calibration sets using MCR-ALS are shown in Fig. 4. The pure voltammograms for the calibration models obtained in the 0.02-0.10 mmol L\(^{-1}\) and 0.10-1.00 mmol L\(^{-1}\) concentration ranges are shown in Fig. 4a and Fig. 4c, respectively, and the Fig. 4b and Fig. 4d show the pure chronoamperometric profiles for each standard of the calibration set obtained in triplicate. Two components were required to provide lower values of lack of fit. As can been observed, the voltammetric profiles (Fig. 4a and 4c) of ferrocyanide (curve #1) and supporting electrolyte (curve #2) were retrieved in the same way as for PARAFAC. The chronoamperometric profiles of component #2 in Fig. 4b and 4d also show a similar t-i behavior of the loadings, increasing rapidly and following a transient behavior, which could be also related to the combined effect of the two temporal behaviors observed for the chronoamperograms of the supporting electrolyte. In addition, the corresponding chronoamperometric profiles regarding ferrocyanide seem to keep a linear relationship with the concentration of the standards. As pointed before, the areas under these chronoamperometric profiles were used to build the analytical curves. A RMSECV of 0.013 mmol L\(^{-1}\) and a REP of 22% were found for the 0.02-0.10 mmol L\(^{-1}\) range, whereas a RMSECV of 0.039 mmol L\(^{-1}\) and a REP of 7% were obtained for the 0.10-1.00 mmol L\(^{-1}\) concentration range. With MCR, as observed for PARAFAC, the supporting electrolyte information had a significant effect on the decomposition of the signals in the concentration range of 0.02-0.10 mmol
L$^{-1}$ ferrocyanide, resulting in high RMSECV and REP values. Consequently, this range was also not considered in developing calibration models with MCR-ALS.

Fig. 4. Voltammetric (a and c) and chronoamperometric (b and d) profiles obtained with MCR-ALS for calibration sets in the 0.02 to 0.10 mmol L$^{-1}$ (a and b) and 0.10 to 1.00 mmol L$^{-1}$ (c and d) ferrocyanide concentration ranges. Lines in chronoamperometric profiles do not represent a function adjusted to experimental data.

Fig. 3c shows the chronoamperometric behavior for the analysis of two validation samples with MCR-ALS. Three components were required to achieve a successful fit. Fig. 3d shows that the pure voltammograms of ferrocyanide (curve #1) and the supporting electrolyte (curve #2) were recovered in the same way as for the calibration set. A third voltammogram with peak potential at
0.22 V was also retrieved, just like for PARAFAC, which regards to hydroquinone oxidation (curve #3). The chronoamperograms situated on the left side of the vertical line in Fig. 3c are related to the validation samples, whereas those situated on the right side are related to the calibration set standards. A set of three chronoamperograms is observed for each calibration standard. The two validation samples contain 0.50 mmol L⁻¹ ferrocyanide and 0.50 mmol L⁻¹ hydroquinone. One can see the good discrimination between the chronoamperograms of the analyte (component 1) and the interferent (component 3). The retrieved chronoamperograms of the interferent show higher current intensities, in agreement with the effect observed in E-t-i surfaces for this level of interference (Fig.1c). Likewise, Fig. S6 shows the chronoamperometric profiles resulting from the individual MCR-ALS decomposition of twelve validation samples containing ferrocyanide and hydroquinone. The components 1, 2 and 3 correspond to ferrocyanide, electrolyte and hydroquinone, respectively, as in Fig. 3c and 3d. It is observed that the profiles of component 3 show loadings that increase as the hydroquinone concentration increases in the samples. On the other hand, when the hydroquinone concentration is ten times lower than the ferrocyanide concentration, the profiles of component 3 have small or null loadings. These results support the assignment of component 3 to hydroquinone oxidation. The obtained chronoamperograms for the ferrocyanide component in these samples are very similar to the obtained for the correspondent standard in the calibration set.

MCR-ALS was also applied in the analysis of E-t-i data obtained from validation set (Table 1). As well as PARAFAC, MCR-ALS provided good prediction results when hydroquinone concentration was lower or at the same level of ferrocyanide concentration, with a RMSEP of 0.050 mmol L⁻¹ and a REP of 10%. However, MCR-ALS also provided satisfactory predictions when hydroquinone concentration was ten times higher than ferrocyanide, except when the concentration of
hydroquinone was 8.00 mmol L\(^{-1}\). Even so, the prediction errors in this case were much smaller than those obtained with PARAFAC.

### 3.2. Determination of acetaminophen

In the second stage of this work, the association between E-t-i data and PARAFAC or MCR-ALS was evaluated for the resolution of a more realistic analytical problem: the direct determination of acetaminophen in urine samples. Urine is a complex matrix that can contain several electroactive substances related to the individual’s metabolism and that obviously will not be included in the calibration set. Among these substances are uric acid and ascorbic acid, which have a well-reported interfering effect on the voltammetric determination of acetaminophen [48,49]. Fig. S7 shows the cyclic voltammograms for acetaminophen, ascorbic acid, uric acid, and 3-acetamidophenol at a carbon screen-printed electrode (CSPE) and the highly overlapped oxidation peaks, which prevents the voltammetric determination of acetaminophen in the presence of these substances.

Initially, the E-t-i surface for a 100 µmol L\(^{-1}\) acetaminophen solution in the supporting electrolyte was achieved by using two distinct electrodes: Pt rod electrode (Fig. 5a) and CSPE (Fig. 5b). In Fig. 5a a similar pattern to that observed for the ferrocyanide analysis can be seen. A broad and less intense peak between 0.4V and 0.5V can be observed. On the other hand, Fig. 5b shows a sharp increase in the currents of the chronoamperograms when the potential is scanned from 0.0V up to a maximum at 0.38V, decreasing and thereafter establishing a plateau. Hence, CSPE was chosen given its higher selectivity and sensitivity towards acetaminophen oxidation compared to Pt.
Fig. 5. E-t-i surfaces for 100 μmol L\(^{-1}\) acetaminophen at Pt (a) and CSPE (b).

E-t-i surfaces obtained for background solution and for calibration set (20-100 μmol L\(^{-1}\) acetaminophen) at carbon screen-printed electrode are depicted in Fig. S8, and the results of the decomposition of the calibration set using PARAFAC and MCR-ALS are shown in Fig. 6. Fig. 6a shows the pure voltammograms, and Fig. 6b and 6c show the chronoamperometric profiles for the calibration set retrieved by PARAFAC and MCR-ALS, respectively. Only one component was enough for both algorithms to capture data variability and to perform a successful decomposition (core consistency of 100% and low residual fit values), as the chronoamperograms of the supporting electrolyte presented very low current intensities (Fig. S8). Both voltammetric profiles in Fig. 6a show a peak at about 0.38V and resemble the positive scan of the cyclic voltammogram of acetaminophen (Fig. S7).
The pure chronoamperometric profiles shown in Fig. 6b and 6c presented a similar behavior, with a well-adjusted exponential function giving an approximate $t^{-0.1}$ decay, which departs from the Cottrell-type. Acetaminophen oxidation at neutral pH is characterized by a dimerization reaction after an electron transfer, forming a thin film of product at the surface of the electrode, inhibiting the performance of the electrode process [50]. The chronoamperometric MCR-ALS profiles in Fig. 6c keep a linear relationship with the concentration of acetaminophen, giving a good RMSECV of
5.4 mol L⁻¹. PARAFAC also provided a similar RMSECV of 5.4 μmol L⁻¹, which corresponds to a REP of 9%.

PARAFAC and MCR-ALS were both applied in the analysis of samples from a validation set containing acetaminophen and the uncalibrated interferents ascorbic acid, uric acid and 3-acetamidophenol. The samples were prepared following a four three-level factors orthogonal array design shown in Table 2. The triplicate of each experiment is given. Models required from one component when interferents concentrations were low compared to acetaminophen (experiment 1), to three components, when interferents were at concentrations at least ten times higher than acetaminophen (experiment 3). Good prediction results were observed for both algorithms.

**Table 2.** Prediction results of the validation set for the determination of acetaminophen (AC) in the presence of ascorbic acid (AA), uric acid (UA), and 3-acetamidophenol (MA).

<table>
<thead>
<tr>
<th>Exp.</th>
<th>AC</th>
<th>UA</th>
<th>AA</th>
<th>MA</th>
<th>PARAFAC</th>
<th>MCR-ALS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reference (μmol L⁻¹)</td>
<td>Predicted (μmol L⁻¹)</td>
<td>s.d.*</td>
<td>Predicted (μmol L⁻¹)</td>
<td>s.d.</td>
<td></td>
</tr>
<tr>
<td>1-1</td>
<td>30</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>36.1</td>
<td>28.2</td>
</tr>
<tr>
<td>1-2</td>
<td>3</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>33.4</td>
<td>27.9</td>
</tr>
<tr>
<td>1-3</td>
<td>50</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>32.0</td>
<td>27.1</td>
</tr>
<tr>
<td>2-1</td>
<td>30</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>36.1</td>
<td>37.0</td>
</tr>
<tr>
<td>2-2</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>36.1</td>
<td>37.0</td>
</tr>
<tr>
<td>2-3</td>
<td>30</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>34.6</td>
<td>34.0</td>
</tr>
<tr>
<td>3-1</td>
<td>300</td>
<td>500</td>
<td>500</td>
<td></td>
<td>46.4</td>
<td>45.1</td>
</tr>
<tr>
<td>3-2</td>
<td>300</td>
<td>500</td>
<td>500</td>
<td></td>
<td>33.8</td>
<td>40.7</td>
</tr>
<tr>
<td>3-3</td>
<td>300</td>
<td>500</td>
<td>500</td>
<td></td>
<td>33.9</td>
<td>38.9</td>
</tr>
<tr>
<td>4-1</td>
<td>3</td>
<td>50</td>
<td>50</td>
<td>500</td>
<td>56.9</td>
<td>54.9</td>
</tr>
<tr>
<td>4-2</td>
<td>3</td>
<td>50</td>
<td>50</td>
<td>500</td>
<td>59.3</td>
<td>55.6</td>
</tr>
<tr>
<td>4-3</td>
<td>3</td>
<td>50</td>
<td>50</td>
<td>500</td>
<td>54.5</td>
<td>50.4</td>
</tr>
<tr>
<td>5-1</td>
<td>50</td>
<td>30</td>
<td>50</td>
<td>500</td>
<td>49.6</td>
<td>50.9</td>
</tr>
<tr>
<td>5-2</td>
<td>50</td>
<td>30</td>
<td>50</td>
<td>500</td>
<td>40.1</td>
<td>56.4</td>
</tr>
<tr>
<td>5-3</td>
<td>50</td>
<td>30</td>
<td>50</td>
<td>500</td>
<td>41.3</td>
<td>46.4</td>
</tr>
<tr>
<td>6-1</td>
<td>300</td>
<td>5</td>
<td>50</td>
<td></td>
<td>52.9</td>
<td>56.0</td>
</tr>
<tr>
<td>6-2</td>
<td>300</td>
<td>5</td>
<td>50</td>
<td></td>
<td>47.1</td>
<td>56.2</td>
</tr>
</tbody>
</table>
In view of the good results, E-t-i data and the second-order algorithms PARAFAC and MCR-ALS were applied to the determination of acetaminophen in real samples. Urine samples were added to a volumetric flask, spiked with different amounts of acetaminophen according to the calibration set and diluted to the mark with supporting electrolyte (1:10 dilution). Then, aliquots of the diluted samples were introduced into the electrochemical cell and the E-t-i data were recorded at CSPE. Sample data was aligned to the calibration set data with COW. For MCR-ALS, the obtained matrix was column-wise augmented to standards matrices and MCR-ALS was performed. Best predictions were obtained with MCR-ALS, which recovery rates were 89% and 100% for the spiked urine samples with concentrations of 20 \( \mu \text{mol} \ \text{L}^{-1} \) and 100 \( \mu \text{mol} \ \text{L}^{-1} \), respectively.

PARAFAC did not present satisfactory prediction results probably due to the fact that E-t-i surfaces obtained for the urine samples have different profiles compared to those from calibration set, with chronoamperograms with very intense currents (Fig. S9). This is a situation similar to that previously observed when the concentration of hydroquinone was ten times higher than ferrocyanide. Probably, in those situations, some non-linearities are affecting more severely the data leading to a stronger violation of the trilinearity assumption. In this case, PARAFAC2 can be
performed in the specific situations in which PARAFAC did not obtain good results in order to relax trilinearity and possibly obtain better prediction results, as indicated by [38].

According to the elimination kinetics of acetaminophen, urinary acetaminophen concentration can reach maximum levels of approximately 400 mg L\(^{-1}\) between 4-12 h after intake of a single tablet of 500 mg acetaminophen and remain at about 4 mg L\(^{-1}\) (26.5 \(\mu\)mol L\(^{-1}\)) until 36–48 h [26]. A study comprising the analyses of 2098 spot urine samples of the general population for acetaminophen with HPLC-MS/MS found a wide range of concentrations from 0.65 \(\mu\)g L\(^{-1}\) to 2.27 g L\(^{-1}\), with averages of 4.1 mg L\(^{-1}\) and 10.8 mg L\(^{-1}\) for non-smokers and smokers, respectively [26]. Additionally, urinary concentrations of acetaminophen could reach maximum levels of 10-60 mg L\(^{-1}\) during exposure to aniline – between 75-86% of an oral dose of aniline is excreted as acetaminophen [26]. The obtained calibration model is adequate for such concentration levels. Considering the mean values and the wide span of concentrations that can be found for urinary acetaminophen, the proposed method is adequate for direct acetaminophen monitoring after intake and can also be used as valid and rapid approach for acetaminophen screening.

4. CONCLUSIONS

In this study, we showed that the association between three-dimensional voltammetry based on chronoamperometric measurements and second-order calibration techniques was successful in achieving the second-order advantage in electroanalytical methods. The E-t-i data comprising chronoamperograms obtained at potentials applied on a staircase waveform were used in situations where one or more uncalibrated concomitants with a strong interfering action on the voltammetric determination of the analyte are present. PARAFAC and MCR-ALS were evaluated as calibration techniques and provided good prediction results when the interferent concentration
was lower or at the same level as the analyte. In these situations, the pure component profiles of the analyte and the interferents were properly retrieved. However, when the concentration of the interferent was ten times higher than the analyte, only MCR-ALS continued to show good prediction ability. MCR-ALS also produced better prediction results in the determination of paracetamol in urine samples. The analytical method proposed for direct analysis of urine samples for paracetamol determination is experimentally simpler, once it requires only sample dilution, and has low cost, as it can be performed with disposable electrodes and a low-cost potentiostat. In summary, the association of E-t-i data with second-order calibration techniques represents an analytical strategy with outstanding features, as it allows electroactive species in complex samples to be determined without taking big precautions regarding interference minimization or removal (sample treatment, electrode modification, matrix matching etc.), significantly simplifying the analytical process.
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