Abstract—We propose a novel computer vision based fall detection system for monitoring an elderly person in a home care application. Background subtraction is applied to extract the foreground human body and the result is improved by using certain post-processing. Information from ellipse fitting and a projection histogram along the axes of the ellipse are used as the features for distinguishing different postures of the human. These features are then fed into a directed acyclic graph support vector machine (DAGSVM) for posture classification, the result of which is then combined with derived floor information to detect a fall. From a dataset of 15 people, we show that our fall detection system can achieve a high fall detection rate (97.08\%) and a very low false detection rate (0.8\%) in a simulated home environment.
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I. INTRODUCTION

In this section, we will briefly review the existing fall detection systems and describe our new computer vision based fall detection system.

A. Current fall detection techniques

Nowadays, the trend in western countries is for populations to contain an increasing number of elderly people. As shown in [1], the old-age dependency ratio (the number of people 65 and over relative to those between 15 and 64) in the European Union (EU) is projected to double to 54 percent by 2050, which means that the EU will move from having four persons of working age for every elderly citizen to only two. So, the topic of home care for elderly people is receiving more and more attention. Among such care, one important issue is to detect whether an elderly person has fallen or not [2]. According to [2], falls are the leading cause of death due to injury among the elderly population and 87\% of all fractures in this group are caused by falls. Although many falls do not result in injuries, 47\% of non-injured fallers can not get up without assistance and this period of time spent immobile also affects their health. An efficient fall detection system is essential for monitoring an elderly person and can even save his life in some cases. When an elderly person falls, a fall detection system will detect the anomalous behavior and an alarm signal will be sent to certain caregivers (such as hospitals or health centers) or the elderly person’s family members by a modern communication method. Fig. 1 shows such a fall detection system.

Different methods have been proposed for detecting falls and are mainly divided into two categories: non-computer vision based methods and computer vision based methods.
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1) Non-computer vision based methods: There are many non-computer vision based methods for fall detection [3], [4], [5] and [6]. For these methods, different sensors (including acceleration sensors, acoustic sensors and floor vibration sensors) are used to capture the sound, vibration and human body movement information and such information is applied to determine a fall. Veltink et al. [3] were the first to utilize a single axis acceleration sensor to distinguish dynamic and static activities. In their work, acceleration sensors were placed over the chest and at the feet to observe the changes, and a threshold based algorithm was applied on the measured signals for fall detection. Kangas et al. [4] proposed an improved scheme, they used a single three axis acceleration sensor to attach to the subject’s body in different positions and the dynamic and static acceleration components measured from these acceleration sensors were compared with appropriate thresholds to determine a fall. Experimental results confirmed that a simple threshold based algorithm was appropriate for certain falls. Some researchers have also used acoustic sensors for fall detection. In [5], an acoustic fall detection system (FADE) that would automatically signal a fall to the monitoring care giver was designed. A circular microphone array was applied to capture and enhance sounds in a room for the classification of ‘fall’ or ‘non-fall’, and the height information of the sound source was used to reduce the false alarm rate. The authors evaluated the performance of FADE using simulated fall and nonfall sounds performed by three stunt actors trained to behave like elderly people under different environmental conditions and good performance was obtained (100\% fall detection rate and 3\% false detection rate using a dataset consisting of 120 falls and 120 nonfalls). Y. Zigel et al. in [6] proposed a fall detection system based on floor vibration and sound sensing. Temporal and spectral features were extracted from signals and a Bayes’ classifier was applied to classify fall and nonfall activities. In their work, a doll which mimicked a human was used to simulate falls and their system detected such falls with a fall detection rate of 97.5\% and a false detection rate of 1.4\%.

Although non-computer vision based methods may appear to be suitable for wide application in the fall detection field, several problems do exist; they are either inconvenient (elderly people have to wear acceleration sensors) or easily affected by noise in the environment (acoustic sensors and floor vibration sensors). In order to overcome these problems, computer vision based fall detection techniques are adopted. Infringement of personal privacy is a concerning issue for computer vision based fall detection systems and elderly people may worry that they are being ‘watched’ by cameras. However, in most computer vision based fall detection systems, only the alarm signal (sometimes with a short video clip as further confirmation of whether an elderly person has fallen or not) will be sent to the caregivers or family members when a fall is detected; additionally, the original video recordings of an elderly person’s normal activities will not be stored, nor transmitted.

2) Computer vision based methods: In the last 10 years, there have been many advances in computer vision and camera/video and image processing techniques that use real time movement of the subject, which opens up a new branch of methods for fall detection. For computer vision based fall detection methods, some researcher-
In this paper (it only concerned two kinds of activities – walking and lying down event), theoretically elegant, insufficient experimental results were provided. However, these two methods produce high false detection rates (such as when a fast sitting activity was misclassified as a fall activity [7]) and the performance was strongly related to the set threshold. Another threshold based method was proposed in [9] in which calibrated cameras were used to reconstruct the three-dimensional shape of people. Fall events were detected by analyzing the volume distribution along the vertical axis, and an alarm was triggered when the major part of this distribution was abnormally near the floor over a predefined period of time. The experimental results showed good performance of this system (achieving 99.7% fall detection rate or better with four cameras or more) and a graphic processing unit (GPU) was applied for efficient computation.

With the recent rapid development of pattern recognition techniques and computer vision systems, many researchers have exploited such methods in fall detection. Posture recognition based fall detection methods are proposed in [10], [11], [12] and [13]; in [10], the researchers used a neural fuzzy network for posture classification, and when the detected posture changed from ‘stand’ to ‘lie’ in a short time, a fall activity was detected. A similar idea was proposed in [11] except that the classifier was replaced with a more common k-nearest neighbour classifier; moreover, statistical hypothesis testing was applied to obtain the critical time difference to differentiate a fall incident event from a falling down event, and a correct detection rate of 84.44% was obtained according to their experimental results. In [12] and [13], Mihailidis et al. used a single camera to classify fall and non-fall activities. Carefully engineered features, such as silhouette features, lighting features and flow features were extracted to achieve robustness in the system to lighting, environment and the presence of multiple moving objects. In [13] three pattern recognition methods were compared (logistic regression, neural network and support vector machine) and the neural network achieved the best performance with a fall detection rate of 92% and a false detection rate of 5%.

Some other researchers classified fall and non-fall activities based on the features extracted from short video clips. The representative papers are [14] and [15]. For [14], a bounding box and motion information were extracted from consecutive silhouettes as features. These were then used to train a hidden Markov model (HMM) for classifying fall and non-fall activities. In [15], a person’s three-dimensional orientation information was extracted from multiple uncalibrated cameras, and an improved version of HMM-layered hidden Markov model (LHMM) was used for fall detection. Although theoretically elegant, insufficient experimental results were provided in this paper (it only concerned two kinds of activities – walking and falling).

There are also some other computer vision based methods for fall detection. Nait-Charif and McKenna [16] proposed a method for automatically extracting motion trajectory and providing a human readable summary of activity and detection of unusual inactivity in a smart home. A fall was detected as a deviation from usual activity according to the particle filter-based tracking results. This method exploited an unsupervised approach to extract abnormal events (mainly falls) and as it is common with unsupervised methods has the disadvantage that a long training period was required. In [17], D. Anderson proposed a fuzzy logic based linguistic summarization of video for fall detection. A hierarchy of fuzzy logic was used, where the output from each level was summarized and fed into the next level for inference. Corresponding fuzzy rules were designed under the supervision of nurses to ensure that they reflect the manner in which elders perform their activities. This system was tested on a dataset which contained 14 fall activities and 32 non-fall activities: all the fall activities were correctly detected and only two non-fall activities were mistaken as fall activities, which shows an acceptable level of performance.

In this paper, we propose a new computer vision fall detection system which is based on posture recognition using a single camera to monitor an elderly person who lives alone at home. An efficient codebook background subtraction algorithm is applied to extract the human body foreground and some post-processing is applied to improve the results. From the extracted foreground silhouette, we extract features from the fitted ellipse and projection histogram, which are used for classification purposes. These features are fed into the DAGSVM (which is trained from a dataset containing features extracted from different postures in different orientations) and the extracted foreground silhouette is classified as one of four different postures (bend, lie, sit and stand). The classification results, together with the detected floor information, are then used to determine fall or non-fall activities. The flow chart of the proposed fall detection system is shown in Fig. 2. In the next sections, we will describe different blocks of this flow chart in detail.

II. METHODS

A. Human body extraction

1) Background subtraction: In visual surveillance, a common approach for discriminating moving objects from the background is detection by background subtraction. Currently, there are many background subtraction algorithms, these include the single-mode model background subtraction method [18] and [19], the mixture of Gaussians (MoG) background subtraction method [20], the non-parametric density estimation based method [21] and the codebook background subtraction method [22]. In this fall detection system, we use the codebook method because of its advantages. There is no parametric assumption on the codebook model and it shows the following merits as proposed in [22]: (1) resistance to artifacts of acquisition, digitization and compression, (2) capability of coping with illumination changes, (3) adaptive and compressed background...
models that can capture structural background motion over a long period of time under limited memory, (4) unconstrained training that allows moving foreground objects in the scene during the initial training period.

The codebook method is available for both colour and grayscale images, it is a pixel-based approach and initially a codebook is constructed for each pixel during a training phase. As training samples, a codebook is constructed for this pixel, which allows moving foreground objects in the scene during the initial period of time under limited memory, (4) unconstrained training that models that can capture structural background motion over a long period of time under limited memory, (4) unconstrained training that allows moving foreground objects in the scene during the initial training period.

The details of the training procedure are given in [22] and the codebook background subtraction method therefore provides a background model updating scheme. The matched codeword according to (1) is updated as shown in [22]. Moreover, an additional codebook model is introduced. If one codeword in this model is matched with the incoming pixel values for a period longer than a time threshold (which means this codeword is a new background codeword), it is added to the original codebook. And for a codeword which is not matched with incoming pixels longer than a time threshold (which means this codeword is no longer a background codeword), it is deleted from the codebook. Through the background model updating scheme, we can cope with change of the background in an indoor environment.

As proposed in [23], the connected foreground pixels form a region termed as a blob. By using the OpenCV blob library [24], we obtain blobs in a binary image format and small blobs with a size smaller than 50 pixels are removed. In this way, noise can be removed.

The background updating scheme can cope to some extent with the large ghosting errors caused by movement of furniture, and furniture appearing at a new position through absorption into the background model [22]. However, there are two problems if we rely solely on the background updating scheme: 1) It will take a time for ghosting and to be absorbed into the background model by background updating; 2) The background updating scheme will wrongly absorb a foreground human body into the background model if he/she is static for a long time. In order to solve these two problems, we use a novel three step blob operation strategy as follows:

**Step1. Blob merging:** If the distance between two blobs is less than a threshold, these two blobs will be merged (as shown in Fig. 3 (d) (the original background subtraction result), we can see two types of problems: 1) There are many noise-like pixel regions (very small areas which have sizes of less than 50 pixels, marked in blue); 2) Occasional movement of furniture, may produce ghost foreground regions (marked in yellow in Fig. 3 (d)) and the furniture at a new position can also be taken as the foreground (marked green in Fig. 3 (d)). These two problems will definitely deteriorate the result of the human body extraction. In order to solve these problems, certain post-processing is applied.

As proposed in [23], the connected foreground pixels form a region termed as a blob. By using the OpenCV blob library [24], we obtain blobs in a binary image format and small blobs with a size smaller than 50 pixels are removed. In this way, noise can be removed.

The background updating scheme can cope to some extent with the large ghosting errors caused by movement of furniture, and furniture appearing at a new position through absorption into the background model [22]. However, there are two problems if we rely solely on the background updating scheme: 1) It will take a time for ghosting and to be absorbed into the background model by background updating; 2) The background updating scheme will wrongly absorb a foreground human body into the background model if he/she is static for a long time. In order to solve these two problems, we use a novel three step blob operation strategy as follows:

**Step1. Blob merging:** If the distance between two blobs is less than a threshold, these two blobs will be merged (as shown in Fig. 3 (d)). In our experiment, $\alpha$ and $\beta$ are fixed to be 0.5 and 2 respectively for background subtraction.

**Step2. Active blob determination:** If the number of blobs after blob merging is more than one, we determine which blob is the moving blob by using the frame

$$\text{Distance}(B1, B2) = \min_{p1 \in R1, p2 \in R2} d_4(p1, p2)$$

where $B1$ and $B2$ are two blobs, $R1$ and $R2$ are two rectangles which enclose them, and $p1$ and $p2$ are points belonging to $R1$ and $R2$. Fig. 4 shows examples of the distance between two blobs with respect to their positions.

![Fig. 2. The flow chart of the proposed fall detection system](image-url)
difference technique [23]. Frame differencing is applied between consecutive frames to obtain the moving pixels (shown in Fig.3 (c)), and the blob with the greatest number of moving pixels is taken as the moving blob (human body blob). From Fig.3, we can see that the blob B1 contains the most moving pixels and so B1 is finally taken as the human body blob.

**Step 3.** Selective updating: The non-active blobs are removed (as shown in Fig.3 (e)), B2 and B3 are removed from the final background subtraction result) and their pixel values form new codewords to be added to the background codebook immediately for background model updating. And no updating is performed for pixels in the active blob.

In this way, ghosting and furniture at a new position are absorbed into the background model immediately; while the foreground human body object is not absorbed into the background model even though he/she is static for a long time.

**3) Background model retraining:** The trained background codebook model can be affected in various ways, such as dramatic global illumination change or ghosting and furniture objects. If the codebook needs to be re-trained because the previous codebook is no longer available. The dramatic global illumination change can be detected by frame differencing results, if the number of the active pixels in an image is larger than a threshold (we set 50%), then we assume that the dramatic global illumination change has occurred and the background model is retrained.

Next, having extracted a silhouette representation of the human, we consider feature extraction to describe the posture of the person.

**B. Feature extraction**

After human body region extraction, the next step is to extract useful features from the human body region. For feature extraction, we extract two kinds of features: global features (which roughly describe the shape of the human body) and local features (which encapsulate the detail information of the posture of the human body).

To obtain global features, we use ellipse fitting [25] for a binary image. The moments for a binary image \( f(x,y) \) are given as:

\[
m_{pq} = \sum x^p y^q f(x,y) \quad \text{with} \quad p, q = 0, 1, 2, 3, \ldots \ldots \quad (5)
\]

By using the first and zero order spatial moments, we can compute the center of the ellipse as:

\[
\Theta = \frac{1}{2} \arctan(\frac{2u_{11}}{u_{20} - u_{02}}) \quad \text{where the central moment can be calculated as:}
\]

\[
u_{pq} = \sum_{x,y} (x - \bar{x})^p (y - \bar{y})^q f(x,y) \quad \text{with} \quad p, q = 0, 1, 2, 3, \ldots \ldots \quad (7)
\]

The major semi-axis \( a \) and the minor semi-axis \( b \) can be obtained by calculating the greatest and least moments of inertia, here we denote them as \( I_{\text{max}} \) and \( I_{\text{min}} \). They can be calculated by evaluating the eigenvalues of the covariance matrix:

\[
J = \begin{pmatrix}
u_{20} & u_{11} \\ u_{11} & u_{02}\end{pmatrix} \quad \text{(8)}
\]

These are calculated as:

\[
I_{\text{max}} = \frac{u_{20} + u_{02} + \sqrt{(u_{20} - u_{02})^2 + 4u_{11}^2}}{2} \quad \text{(9)}
\]

\[
I_{\text{min}} = \frac{u_{20} + u_{02} - \sqrt{(u_{20} - u_{02})^2 + 4u_{11}^2}}{2} \quad \text{(10)}
\]

Finally, according to [8], we can calculate the major semi-axis \( a \) and minor semi-axis \( b \) as:

\[
a = (4/\pi)^{1/4} \left( \frac{I_{\text{max}}}{I_{\text{min}}} \right)^{3/8} \quad \text{(11)}
\]

\[
b = (4/\pi)^{1/4} \left( \frac{I_{\text{min}}}{I_{\text{max}}} \right)^{3/8} \quad \text{(12)}
\]

An ellipse fitting result is depicted in Fig.5, and we compare the ellipse fitting result and the rectangle fitting result used in [10]. The ellipse fitting is clearly better in describing the human posture in the presence of noise (such as the line underneath a person’s feet due to the poor segmentation, as shown in Fig.5). After ellipse fitting, the orientation of the ellipse and the ratio between \( a \) and \( b \) are taken as global features, which have been found experimentally to be sufficient to describe the posture of a human body.

Such global features are, however, insufficient to describe the postures in detail, and sometimes it is hard to differentiate two postures by using only the global information (such as a sit posture and a sit-like bend posture). We need to use more information (local
where the major and minor axes, their values are calculated as in (13) and (14). For particular bins of the projection histograms along the ellipse's major and minor axes, their values are calculated as in (13) and (14). This feature is computationally efficient so that it can be applied in a real time application, while achieving a good performance for posture classification. In this work, we also adopt the projection histogram; and because we use ellipse fitting, the projection directions are along the long and short axes of the ellipse. One example is as in Fig. 6, the projection histograms of the long and short axes of the fitted ellipses are obtained. From the results, we can observe the differences in the patterns within the histograms between different postures, which are helpful for posture classification.

\[
\text{bin}_{\text{major}}(i) = \frac{\text{NoFP}_{\text{major}}(i)}{L_{\text{major}}} \quad (13)
\]

\[
\text{bin}_{\text{minor}}(i) = \frac{\text{NoFP}_{\text{minor}}(i)}{L_{\text{minor}}} \quad (14)
\]

where $i$ is the index of bins, \(\text{NoFP}_{\text{major}}(i)\) and \(\text{NoFP}_{\text{minor}}(i)\) denote the number of foreground pixels along the ith-projection line in the directions of major and minor axes respectively. The results are normalized by \(L_{\text{major}}\) and \(L_{\text{minor}}\), which represent the lengths of the major and minor axes. The purpose of the normalization is to make sure this feature is invariant to the size of the foreground human body region (which will be different according to a person’s distance to the camera).

In this way, we obtain the ‘local features’ which describe the detail information of the postures. The global features and the local features are combined as a whole feature vector for classification. We calculate the two values as the global feature and 60 values for detail description, so the final feature has a dimension of 62. The combination of these two types of features will be shown experimentally in Section III to yield better classification results than using global or local features alone.

C. Multi-class support vector machine classification by DAGSVM

After obtaining features, an appropriate classifier is needed to classify features into one of four posture classes and in this work we propose the use of a DAGSVM for classification purpose. DAGSVM is a scheme to combine multiple support vector machines (SVMs) [27], which are designed to solve two-class classification problems, to achieve multi-class classification. As pointed out in [28], the DAGSVM scheme has been proven to have a theoretically defined generalization error bound and it is more efficient than other multi-class SVM schemes with respect to the training and computation time.

The structure of the DAGSVM is shown in Fig. 7 for a four class classification problem. We can see that the DAGSVM has a tree-like structure and each node in this tree-like structure corresponds to a two-class SVM. The decision process just follows the structure and is based on a sequence of two-class operations, a decision is made when a bottom node is reached.

![Fig. 7. The decision process for the traditional DAGSVM for a four class problem [28]](image)

As for all other classifiers, an indispensable step for training the DAGSVM classifier is to determine optimal parameters so that the classifier can achieve the optimal performance. There are two sets of parameters which need to be tuned for the DAGSVM classifier: 1) The structure for the DAGSVM; an optimal structure is needed for the DAGSVM to guarantee good performance. 2) The parameters of each two-class SVM node, including the Gaussian kernel parameters (Gaussian kernel is used here because it can map the original data into an infinite dimensional feature space thus can increase the separability of the two classes) and the penalty parameter in the two-class SVM (Gaussian kernel is used here because it can map the original data into an infinite dimensional feature space thus can increase the separability of the two classes). As pointed out in [28], the DAGSVM scheme has been proven to have a theoretically defined generalization error bound and it is more efficient than other multi-class SVM schemes with respect to the training and computation time.

D. Rules for fall detection

After obtaining the posture class, we determine a fall or non-fall activity if the following three conditions are met:

1) The posture is classified as ‘lie’ or ‘bend’.

2) The posture is classified as one of the fall postures (e.g., ‘fall’).

3) The posture is classified as a posture that is not consistent with the current activity if the following three conditions are met:

   a) The posture is classified as one of the fall postures (e.g., ‘fall’).
   b) The posture is classified as a posture that is not consistent with the current activity.
   c) The posture is classified as a posture that is not consistent with the current activity.
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The three conditions are set according to the characteristic of fall activity, in most cases, fall activities end up with a ‘lie’ posture and this ‘lie’ posture usually remains for a certain time due to the period of immobility of an elderly person after the fall. Besides, different from lying on the bed/sofa, the posture should be inside the ground region (or at least a large part is inside the ground region). And considering that an elderly person rarely ‘bends’ for a long time in the ground region (here we define the ‘bend’ class as postures of bending to fasten a shoe lace or bending to pick up something, which is very common to occur in an elderly person’s daily life), if a ‘bend’ posture is detected in the ground region for a certain time, we also regard it as an abnormal activity (this can happen when an elderly person falls while ending up with a bend-like posture, an example will be given in Section III).

From the above three conditions, we can see that in order to detect falls, the ground region needs to be determined initially. Before the fall detection phase, floor detection is carried out. In this phase, when the posture is classified as stand or sit, the region nearby the lower extreme point of the ellipse (here we use an $8 \times 8$ block) is marked as the ground region. Fig. 8 shows the result of floor detection.

Fig. 8. The floor detection results. a) Original image; b) Detected floor region while a person is walking; c) Floor detection result after some time; d) More than one blob after the furniture is moved, the moving blob (human body) is marked in red, the static blob (furniture) is marked green; e) The updated floor region result after moving furniture. The region nearby the new position of the furniture is unmarked and that nearby the person’s feet is marked as the floor region.

Note, as shown in (d) and (e), sometimes the furniture is moved and the floor region has to be updated accordingly. The detected floor region is extremely helpful to distinguish a fall on the floor from lying on a sofa, which will be shown in the experimental part.

III. RESULTS

In this part, we show the performance of our fall detection system. The experiments were carried out in a simulated home environment. A USB camera was used for recording the real video sequence with the image size of $320 \times 240$, the recorded video sequence is processed by using VC++ 6.0 (with OpenCv library 1.0) and Matlab on an Intel(R) Core(TM)2 Duo CPU laptop with 1.00GB Memory. Frame differencing results are shown in line (c), which indicate many segmentation errors due to the movement of the table and fruit plate. By the post-processing technique as discussed in Section II.A, improved background subtraction results are obtained in line (d). The background model is updated to cope with the gradual light change and the results are shown in (b) and (d), where (b) is a frame captured in the afternoon and (d) is the background subtraction result with the updated background model.

Fig. 9. The USB camera used in the experimental room environment (a) and the experimental environment (b)

**TABLE I**

<table>
<thead>
<tr>
<th>No. of people</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male/Female</td>
<td>11/4</td>
</tr>
<tr>
<td>Age</td>
<td>25-49</td>
</tr>
<tr>
<td>Weight</td>
<td>57-94 (kg)</td>
</tr>
<tr>
<td>Height</td>
<td>158-187 (cm)</td>
</tr>
</tbody>
</table>

### A. Background subtraction results

Some background subtraction results are shown in Fig. 10, Fig. 11 and Fig. 12, in which we analyze three challenging scenarios which occur commonly in a home environment. Initially, a short video clip which contains 100 frames is applied for training the original background model, which will be updated with the evolution of time.

Fig. 10 shows the background subtraction results at different times of day with gradual light change. Images (a) and (c) show a frame captured at noon time and the corresponding background subtraction result. The background model is updated to cope with the gradual light change and the results are shown in (b) and (d), where (b) is a frame captured in the afternoon and (d) is the background subtraction result with the updated background model.

Fig. 11 shows the background subtraction results of moving objects. Line (a) shows four frames sampled in a short video sequence, which shows that a person moves the table and fruit plate. Line (b) shows the background subtraction results by directly applying the codebook background subtraction method. We can see there are many segmentation errors due to the movement of the table and fruit plate. Frame differencing results are shown in line (c), which indicate active pixels and help to find the active blob representing the human body. By the post-processing technique as discussed in Section II.A, improved background subtraction results are obtained in line (d).

Fig. 12 shows a case of sudden illumination change. At frame (c), the light is turned on and we can observe a large illumination
clearly better than using either feature alone. We can see that the classification result by the combined feature is

Table II contains the classification results when using the global features. DAGSVM is applied for classification and from this table, the classification results are compared when using the global features. Three types of comparisons were made:

- The first evaluation is the feature comparison, which is shown in Table III. The comparison results and blob operations, improved background subtraction results are obtained in line (d).

- The second evaluation is the classification rate performance of the posture classification, outliers are mainly caused by extremely bad background subtraction results and wrong labeling (the feature of one class is mislabeled as another class). In Table IV, the comparison results of the classifiers are presented on a dataset which includes 10% outliers.

- The third evaluation is the fall detection. From Table IV, we can see a more obvious advantage of the classification rate of DAGSVM over other classifiers on this noisy dataset. And compared with other classifiers, DAGSVM is the most robust to such noise (with only a 0.58% drop in classification rate compared with the result of Table III). So, according to Table III and Table IV, DAGSVM is better for posture classification than other traditional classifiers.

C. Fall detection

Posture classification results along with the detected floor information are used to detect falls according to the three conditions in Section II.D. To illustrate, we show five cases presented in Fig. 14. (a) shows a person who has fallen on the floor, and a ‘lie’ posture is detected and most parts of the human body region are in the detected ground region; and this posture is kept for a certain time (longer than 30s), so a fall is detected. For (b), although a ‘lie’ posture is detected, the human body blob is not in the floor region, so the lying on the sofa case is correctly classified as non-fall. For (c), (d) and (e), the postures are all classified as ‘bend’; however, for (c), we can see that a large portion of the human body is in the ground region and the ‘bend’ posture remains longer than 30s. It is generally impossible for an elderly person to bend for a long time in the ground region, so this is abnormal activity and it is detected as a fall. For (d) and (e), either the detected ‘bend’ posture does not hold for a long time (for case (d), a person ties his shoe lace and the ‘bend’ posture recovers to ‘stand’ posture in a short time), or the posture is not in the ground region (only a small portion of the human body region is in the ground), so they are not detected as falls.
Fig. 13. Posture samples simulated by different participates in different orientations: (a) stand (b) sit (c) lie and (d) bend.

Fig. 14. Different cases of fall and non-fall activities. a) Fall on the floor; b) Lie on the sofa; c) Fall on the floor; d) Bend to fasten the shoe tie; e) Sit on the sofa. For (a) and (b), the postures are classified as ‘lie’ and for (c), (d) and (e), the postures are classified as ‘bend’. The blue region represents the detected floor, the red region represents the intersected part of the foreground human body with the detected floor region, the white region represents the foreground human body part which is not intersected with the detected floor region and the remaining background region is marked as black. Our proposed system successfully classifies (a), (c) as falls and (b), (d) and (e) as non-falls.

For evaluating this fall detection system, each person is asked to simulate 16 fall activities and 16 non-fall activities in different directions. A total number of 240 fall activities and 240 non-fall activities are recorded, which are used to evaluate the proposed fall detection system. For classifying one person’s activity, the postures from other people in the recorded posture dataset are used to construct the DAGSVM classifier. Final results are given in Table V, which show that 233 out of 240 (97.08%) falls can be detected while only 2 out of 240 (0.8%) non-falls mistaken as falls; and a high fall detection rate is obtained with a very low false detection rate.

IV. DISCUSSION

The proposed fall detection system is a posture classification based fall detection system, so it has the advantages of the traditional posture classification based system: (1) It is convenient (elderly people need not wear a sensor) and it is not affected by background noise in the environment (suffered by acoustic sensors and floor vibration sensors methods). (2) If the training dataset is large enough, the well-trained classifier can effectively distinguish different types of postures, which are used for fall detection. And this procedure (including parameter optimization and classifier training) is totally automatic and there is no need for us to set some thresholds like the threshold-based methods in [7], [8] and [9]. (3) Because the posture classification based method is performed at the frame level, there is no need for a video segment which is necessary in the video clip based fall detection methods such as [14] and [15]. And compared with the video clip based method, it is computationally efficient (because it only extracts features from a single frame rather than from a whole video clip).

Compared with the traditional posture classification based fall detection systems [10], [11], [12] and [13], our proposed system has the following characteristics, which are the novelties of our work:

a) An effective background subtraction technique and a background model updating scheme are used to extract the human body and cope with the background change (such as gradual light change); and a novel three step blob operation strategy is applied, which selectively absorbs any moved furniture and ghosting into the
background model immediately.

b) Instead of rectangle fitting used in [10] and [11], a more noise-robust ellipse fitting is applied to extract the human body information in a better way (as shown in Fig. 5).

c) DAGSVM is applied for posture classification. DAGSVM shows an advantage in posture classification over other traditional classifiers as presented in Table III and the advantage is more obvious in a noisy dataset in Table IV.

d) Detected floor information is used to distinguish falls and lying on bed/sofa. In [11], distinguishing these two activities is obtained by comparing the transition time between ‘lie’ with other postures; however, under this method, some fast lying is mistaken as a fall (a false detection of 15.56% in [11]), which can be corrected by using the detected floor information as proposed in our method. From Table V, we can see that all the lying on sofa activities are correctly defined as non-fall activities.

However, some of the problems in [10], [11], [12] and [13] still occur in our system. One important problem is that the proposed system is designed for monitoring a single person (detecting falls of an elderly person living alone at home), it is not adequate for some special cases, such as multiple people in the home environment and when an elderly person has a large size pet (for a small size pet, it can be removed from the foreground region by using a blob size threshold). If there are multiple people in the home environment, however, there is no need for the fall detection system to operate (if the elderly person falls, other people will ask for help). In this case, either the fall detection system is turned off manually or automatically with the aid of some people counting technique as shown in [33] and [34] (if more than one people are detected by the people counting algorithm, the fall detection system is turned off automatically in the code). For the case of an elderly person with a large size pet, only the extracted foreground region corresponding to the human body silhouette is used for fall detection, whether the extracted foreground region is a human body silhouette or pet silhouette can be determined by some object classification technique, such as [35] and [36].

Another problem is occlusion in the indoor environment. The room setting in a real indoor environment is sometimes very cluttered, which will cause occlusions. And sometimes the occlusion is very serious (such as a person is totally behind the furniture), which will definitely deteriorate the performance of the fall detection system. In order to solve this problem, more than one camera can be used to make sure that the human body is visible in at least one camera’s view plane. For each camera, the proposed fall detection method is performed and results are combined in a proper way (such as majority voting) to make a decision.

V. CONCLUSION

In this work, we proposed a new computer vision based fall detection system based on posture recognition. A codebook background subtraction algorithm was adopted to extract the foreground region, the background was updated to cope with the change of the background model and some post-processing was used to improve background subtraction results. Ellipse fitting and projection histogram were used as the global and local features to describe postures. And the DAGSVM scheme was applied to obtain better multi-class classification results on the recorded posture dataset. Fall activities were detected if three conditions set according to fall characteristics were met. From the experimental results, we can see that our fall detection system achieves a good performance with a fall detection rate (97.08%) and a very low false detection rate (0.8%) on a 15 person dataset. However, as we have discussed, multiple moving objects and occlusions are two problems needed to be solved for our fall detection system, which can be addressed by using a multiple cameras scheme with adding corresponding modules for people counting and object classification.
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