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Abstract

Recent developments in low-cost CMOS cameras have created the opportunity of bringing imaging capabilities to sensor networks and a new field called visual sensor networks (VSNs) has emerged. VSNs consist of image sensors, embedded processors, and wireless transceivers which are powered by batteries. Since energy and bandwidth resources are limited, setting up a tracking system in VSNs is a challenging problem. In this paper, we present a framework for human tracking in VSN environments. The traditional approach of sending compressed images to a central node has certain disadvantages such as decreasing the performance of further processing (i.e., tracking) because of low quality images. Instead, in our decentralized tracking framework, each camera node performs feature extraction and obtains likelihood functions. We propose a sparsity-driven method that can obtain bandwidth-efficient representation of likelihoods extracted by the camera nodes. Our approach involves the design of special overcomplete dictionaries that match the struc-
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ture of the likelihoods and the transmission of likelihood information in the network through sparse representation in such dictionaries. We have applied our method for indoor and outdoor people tracking scenarios and have shown that it can provide major savings in communication bandwidth without significant degradation in tracking performance. We have compared the tracking results and communication loads with a block-based likelihood compression scheme, a decentralized tracking method and a distributed tracking method. Experimental results show that our sparse representation framework is an effective approach that can be used together with any probabilistic tracker in VSNs.

**Keywords:** Camera networks, visual sensor networks, human tracking, sparse representation, designing overcomplete dictionaries

1. **Introduction**

   Over the past decade, large-scale camera networks have enjoyed increased use in a wide range of applications, especially in security and surveillance. With the developments in wireless sensor networks and the availability of inexpensive image sensors, a new field has emerged: Visual sensor networks (VSNs), i.e., networks of wirelessly interconnected battery-operated devices that acquire video data.

Using a camera in a wireless network poses unique and challenging problems that do not exist either in traditional multi-camera video analysis systems or in sensor networks. In most of the multi-camera video analysis systems, a centralized approach, in which the raw data acquired by cameras are collected
in a central unit and analyzed to perform the task of interest, is followed. However, performing complex tasks, such as tracking, recognition, etc., in a communication-constrained VSN environment is extremely challenging. For such constraints, with a data compression perspective, the common approach is to compress images in the process of transmission to the central unit. This strategy essentially focuses on low-level data compression without regard to the final inference goal. Such a strategy may not be appropriate for use under scenarios with severe bandwidth limitations and might cause significant degradation in tracking performance with large compression ratios. We provide a more in-depth review of existing work in Section 2.

In this paper, we propose a different strategy that is better matched to the final inference goal, which, in the context of this paper, is tracking. We propose a sparsity-driven tracking method that is suitable for energy and bandwidth constraints in VSNs. Our method is a decentralized tracking approach in which each camera node in the network performs feature extraction by itself and obtains image features (likelihood functions). In scenarios with overlapping cameras, tracking is performed by fusing the likelihoods obtained from each view. Instead of directly sending likelihood functions to the fusion node, we compute and transmit sparse representations of the likelihoods. By sending such sparse representations to the fusion node, multi-view tracking can be performed without overloading the network. We design special overcomplete dictionaries for the sparse representation of likelihood functions. The main contribution of this work is building a sparse representation framework and designing overcomplete dictionaries that are matched to the structure of
likelihoods. In particular our dictionaries are designed in an adaptive manner by exploiting the specific known geometry of the measurement scenario and by focusing on the problem of human tracking. Each element in the dictionary for each camera corresponds to the likelihood that would result from a single human at a particular location in the scene. Hence actual likelihoods extracted from real observations from scenes containing multiple individuals can be very sparsely represented in our approach. By using these dictionaries, we can represent likelihoods with a very small number of coefficients, and thereby decrease the communication between camera and fusion nodes. To the best of our knowledge, such sparse representation based compression of likelihood functions computed in the context of tracking in a VSN has not been proposed in previous work.

We have used our method within the context of two multi-camera human tracking algorithms [1, 2]. We have modified these methods in order to obtain decentralized tracking algorithms. Both by qualitative and quantitative results, we have shown that our method is better than using the block-based compression scheme in [3], the decentralized tracking method in [4], the distributed tracking methods in [5, 6] and a traditional centralized approach that compresses raw images acquired by each camera. The sparse likelihood representation framework we present can be used within any probabilistic tracking method under VSN constraints without significantly degrading the tracking performance.

In Section 2, existing pieces of work on tracking in VSNs are reviewed. Sec-
tion 3 presents our decentralized approach for multi-camera tracking in detail. In Section 4, our sparse representation framework and the details of our specially designed overcomplete dictionaries are described. Experimental results are presented in Section 5. Finally in Section 6, we provide a summary and conclusions.

2. Related Work

There exists some previous work on tracking in VSNs. In several pieces of work, basic features or techniques are used to adapt centralized tracking methods to VSNs. For instance, visual hulls are used in [7, 8] to detect the presence and number of humans. However, since a visual hull presents the largest volume in which a human can reside, the exact number of humans cannot be determined when humans are positioned close to one another. To minimize the amount of data to be communicated between cameras, in some methods simple features are used for communication. For instance, 2D trajectories are used in [9]. In [10], 3D trajectories together with color histograms are used. Hue histograms along with 2D position are used in [11].

Moreover, there are decentralized approaches in which cameras are grouped into clusters and tracking is performed by local cluster fusion nodes. This kind of approach has been applied to the multi-camera target tracking problem in various ways [12, 4, 13]. For a nonoverlapping camera setup, tracking is performed by maximizing the similarity between the observed features from each camera and minimizing the long-term variation in appearance using graph matching at the fusion node [12]. For an overlapping camera setup,
a cluster-based Kalman filter in a network of wireless cameras has been proposed in [4, 13]. In this work, local measurements of the target acquired by members of the cluster are sent to the fusion node. Then, the fusion node estimates the target position via an extended Kalman filter, relating the measurements acquired by the cameras to the actual position of the target by nonlinear transformations.

To further increase scalability and to reduce communication costs, distributed estimation operates without local fusion centers. The estimates generated in a camera are transmitted to its immediate neighbors only. The received estimates are used to refine the estimates at these immediate neighbors, and these refined estimates are then transmitted to the next group of neighbors [5, 6, 14]. This process ends after a predefined number of steps after all cameras viewing the target are visited or when the uncertainty has decreased below a desired value. In [5], the Kalman-Consensus algorithm [15] is adapted to take into account the directional nature of video sensors and the network topology. Each camera estimates the locations of the people in the scene based on its own sensed data which is then shared locally with the neighboring cameras in an iterative fashion, and a final estimate is arrived at in the network using the Kalman-Consensus algorithm. As an extension of this approach, in [6] authors presented the Information Weighted Consensus filter that weights the estimates coming from neighboring cameras by their information. Thus a camera node which has less information about a person's state is given less weight in the overall estimation process. A wireless embedded smart camera system for cooperative human tracking has been proposed
in [14]. At each camera lightweight foreground detection and color histogram
based tracking algorithms are implemented and run. Important portions of
video and trajectories are determined by detecting events of interest that are
pre-defined by users. Communication in the network is minimized by sending
messages only when an event of interest occurs.

There are certain limitations of previous work which motivate further re-
search. The methods in [7, 8, 9, 10, 11] that use simple features may be
capable of decreasing the communication, but they are not capable of main-
taining robustness of tracking performance in the case of reduced commu-
ication. For the sake of bandwidth efficiency, these methods choose to change
the features from complex and robust to simpler, but not so effective ones.
Distributed tracking methods [5, 6, 14] fit well to the needs of VSNs, but
suffer from several disadvantages. In the literature of multi-camera tracking,
there are many algorithms that can perform robust tracking. In order to use
such algorithms in VSN environments, we need to implement existing cen-
tralized trackers in a distributed way. In order to do that, usually, one needs
to modify pretty much each step from feature extraction to final inference,
which is not a straight-forward task and which can affect the performance
of the tracker. Performing local processing and collecting features to the fu-
sion node, as in [12, 4, 13], may not satisfy the bandwidth requirements in a
communication-constrained VSN environment. In particular, depending on
the size of image features and the number of cameras in the network, even
collecting features to the fusion node may become expensive for the network.
In such cases, further approximations on features are necessary.
Over the last decade, an alternative sampling/sensing theory, known as “compressed sensing” has emerged. Compressed sensing enables the recovery of signals, images, and other data from what appear to be undersampled observations. Compressed sensing is a technique for acquiring and reconstructing a signal from small amount of measurements utilizing the prior knowledge that the signal has a sparse representation in a proper space. As a consequence, compressed sensing and sparse representation (SR) have become important signal recovery techniques because of their success for acquiring, representing, and compressing high-dimensional signals in various application areas [16, 17, 18, 19]. In the past few years, variations and extensions of $l_1$ minimization have been applied to many vision tasks, including face recognition [20], denoising and inpainting [17], background modeling [21], and image classification [22]. Compressed sensing has also been combined with distributed estimation to perform distributed video coding in VSNs [23]. In almost all of these applications, using sparsity as a prior leads to state-of-the-art results [24].

Following the observations about SR and considering the problems of existing methods, we propose a decentralized approach that fits well to the needs of VSNs and exploits desirable features of a successful centralized tracking algorithm. By transmitting sparse representations of image features, our method can reduce the bandwidth requirements without significantly decreasing their quality.
3. Tracking in Visual Sensor Networks

3.1. Decentralized Tracking

In a traditional setup of camera networks, which we call centralized tracking, each camera acquires an image and sends this raw data to a central unit. In the central unit, multi-view data are collected, relevant features are extracted and combined, finally, using these features, the positions of the humans are estimated. Hence, integration of multi-view information is done at the raw-data level by pooling all images into a central unit. The presence of a single global fusion center leads to high data-transfer rates and the need for a computationally powerful machine. Such an approach cannot satisfy the scalability, bandwidth-efficiency, and energy-efficiency requirements of a VSN. Compressing raw image data may decrease the communication in the network, however high compression ratios imposed by severe bandwidth limitations could lead to degraded tracking performance. For this reason, centralized trackers are not very appropriate for use in VSN environments. In decentralized tracking, there is no central unit that collects all raw data from the cameras. Cameras are grouped into clusters and nodes communicate with their local cluster fusion nodes only [25]. Communication overhead is reduced by limiting the cooperation within each cluster and among fusion nodes.

After acquiring the images, each camera extracts useful features from the images it has observed and sends these features to the local fusion node. The processing capability of camera nodes in emerging VSNs enable feature extraction at the camera nodes without the need to send the images to the
central unit [26, 27, 28, 29]. Using the multi-view image features, tracking is performed in the local fusion node. Hence, in decentralized tracking, multi-view information is integrated in feature-level by combining the features in small clusters. This both reduces the communication in the network and removes the need of powerful processors in the fusion node.

Decentralized approaches are appropriate for VSNs in many aspects. The processing capability of each camera is utilized by performing feature extraction at the camera-level. Since cameras are grouped into clusters, the communication overhead is reduced by limiting the cooperation within each cluster and among fusion nodes. In other words, by a decentralized approach, feature extraction and communication are distributed among cameras in clusters, therefore, efficient estimation can be performed.

Modeling the dynamics of humans in a probabilistic framework is a common perspective of many multi-camera human tracking methods [1, 30, 31, 32, 33]. In tracking methods based on a probabilistic framework, data and/or extracted features are represented by likelihood functions, $p(y|x)$ where $y \in \mathbb{R}^d$ and $x \in \mathbb{R}^m$ are the observation and state vectors, respectively. In other words, for each camera, a likelihood function is defined in terms of the observations obtained from its field of view. In centralized tracking, of course, the likelihood functions are computed after collecting the image data of each camera at the central unit. For a decentralized approach, since each camera node extracts local features from its field of view, these likelihood functions can be evaluated at the camera nodes and they can be sent to the fusion node.
Figure 1: The flow diagram of a decentralized tracker using a probabilistic framework.

Then, in the fusion node the likelihoods can be combined and tracking can be performed in the probabilistic framework. A flow diagram of a generic decentralized approach is illustrated in Figure 1. Following this line of thought, we have converted the tracking approaches in [1, 2] to decentralized trackers as explained in the next section.

3.2. Multi-Camera Tracking Algorithms

We have applied our proposed framework within the context of two different tracking methods. In this section, we describe these tracking methods and explain how we have converted these trackers to decentralized trackers.

Fusion node selection and sensor resource management (sensor tasking) is out of scope of this paper. We have assumed that one of the camera nodes, a
relatively more powerful one, has been selected as the fusion node. In a practical implementation, resource management can be performed using existing work in [34, 35, 36, 37].

3.2.1. Algorithm 1

In this section we describe the tracking method of [1]. In [1], the visible part of the ground plane is discretized into a finite number \( G \) of regularly spaced 2D locations. Let \( L_t = (L_t^1, ..., L_t^{N^*}) \) be the locations of individuals at time \( t \), where \( N^* \) stands for the maximum allowable number of individuals. Given \( T \) temporal frames from \( C \) cameras, \( I_t = (I_t^1, ..., I_t^C) \), \( t = \{1 \cdots T\} \), the goal is to estimate the trajectory of person \( n \), \( L^n = (L^n_1, ..., L^n_T) \), by seeking the maximum of the probability of both the observations and the trajectory ending up at location \( k \) at time \( t \):

\[
\Phi^n_t(k) = \max_{l^n_1, \cdots, l^n_{t-1}} P(I_1, L^n_1 = l^n_1, ..., I_t, L^n_t = k)
\]  

(1)

Under a hidden Markov model, it turns into the classical recursive expression:

\[
\Phi^n_t(k) = \Phi^n_{t-1}(\tau) \max_{\tau} P(L^n_t = k| L^n_{t-1} = \tau) \max_{\tau} P(I_t| L^n_t = k) \tag{2}
\]

The motion model \( P(L^n_t = k| L^n_{t-1} = \tau) \) is a circular uniform distribution with a limited radius and center \( \tau \), which corresponds to a loose bound on the maximum speed of a walking human.

From the input images \( I_t \), by using background subtraction, foreground binary masks, \( B_t \), are obtained. Let the colors of the pixels inside the blobs be denoted by \( T_t \) and let \( X^t_k \) be a Boolean random variable denoting the presence of an individual at location \( k \) of the grid at time \( t \). It is shown in
[1] that the appearance model in Eq. 2 can be decomposed as:

\[
\Pr(I_t|L^n_t = k) \propto \Pr(L^n_t = k|X^t_k = 1, T_t) \Pr(X^t_k = 1|B_t) \quad (3)
\]

In [1], humans are represented as simple rectangles used to create synthetic ideal images that would be observed if people were at given locations. Within this model, the ground plane occupancy is approximated by measuring the similarity between ideal images and foreground binary masks.

Let \( T^c_t(k) \) denote the color of the pixels taken at the intersection of the foreground binary mask, \( B^c_t \), from camera \( c \) at time \( t \) and the rectangle \( A^c_k \) corresponding to location \( k \) in that same field of view. Say we have the color distributions of the \( N^* \) individuals present in the scene, \( \mu^t_1, ..., \mu^t_{N^*} \). The color model of person \( n \) in Eq. 3 can be expressed as:

\[
P(L^n_t = k|X^t_k = 1, T_t) \propto P(T_t^1(k), ..., T_t^{C}(k)|L^n_t = k) = \prod_{c=1}^{C} P(T_t^c(k)|L^n_t = k) \quad (4)
\]

Different from [1], we represent \( P(T_t^c(k)|L^n_t = k) \) by comparing the estimated color distribution (histogram) of the pixels in \( T_t^c(k) \) and the color distribution \( \mu^c_n \) with the Bhattacharyya coefficient between two distributions [3]. By performing a global search with dynamic programming using Eq. 2, the trajectory of each person can be estimated.

3.2.2. Decentralized Version of Algorithm 1

From the above formulation, we can see that there are two different likelihood functions defined in the method. One is the ground plane oc-
cupancy map (GOM), $P(X^c_k = 1|B_i)$, approximated using the foreground binary masks. The other is the ground plane color map (GCM), $P(L^n_i = k|X^c_k = 1, T_i)$, which is a multi-view color likelihood function defined for each person individually. This map is obtained by combining the individual color maps, $P(T^c_i(k)|L^n_i = k)$, evaluated using the images each camera acquires. Since foreground binary masks are simple binary images that can be easily compressed by a lossless compression method, they can be directly sent to the fusion node without overloading the network. Therefore, we keep these binary images as in the original method and GOM is evaluated at the fusion node. In our framework, we evaluate GCM in a decentralized way (as presented in Figure 1): At each camera node $(c = 1, \cdots, C)$, the local color likelihood function for the person of interest $(P(T^c_i(k)|L^n_i = k))$ is evaluated by using the image acquired from that camera. Then, these likelihood functions are sent to the fusion node. At the fusion node, these likelihood functions are integrated to obtain the multi-view color likelihood function (GCM) (Eq. 4). By combining GCM and GOM with the motion model, the trajectory of the person of interest is estimated at the fusion node using dynamic programming (Eq. 2). The whole process is run for each person in the scene.

Since each camera keeps a reference color histogram individually for each person in the scene, data association between different people is performed at the camera level. After the likelihoods are transmitted to the fusion node, the association of these likelihoods obtained by each camera should be performed in the fusion node. Since the main focus of this paper is to decrease
communication in the network using sparse representation, we have followed a simple approach for data association in the fusion node. By assuming there is only one person in the scene in the beginning of the tracking process, we assign an ID number for each likelihood function coming from cameras to the fusion node. Likelihoods with the same ID number from different cameras are associated with one another at the fusion node, which avoids high level of computations in the fusion node. For scenarios that do not satisfy our assumption, a color-based data association algorithm can be used before running our approach. We have presented such a case in Section 5.2 and shown that the likelihoods of four people can be correctly matched using a color-based data association algorithm. More advanced data association algorithms that can reliably work under severe conditions such as significantly varying lighting conditions across cameras or a very crowded scene, are beyond the scope of this paper.

3.2.3. Algorithm 2

This section describes the second tracking algorithm [2] used together with our proposed approach. In [2], a planar homographic occupancy constraint that fuses foreground likelihood information from multiple views to resolve occlusions and localize people on a reference scene plane is developed. For better performance, this process is extended to multiple planes parallel to the reference plane in the framework of plane to plane homography. The formulation of likelihood function in this approach \(p(y|x)\) where \(y\) and \(x\) are the image observation and position of the person, respectively) is compactly
described by:

$$p(y|x) = \prod_{h=1}^{H} p(y_h|x) = \prod_{h=1}^{H} \prod_{c=1}^{C} p(y_{c,h}|x)$$

(5)

Here, $p(y_{c,h}|x)$ represents the foreground likelihood information extracted from camera $c$ and projected onto plane $h$, $p(y_h|x)$ represents the fused foreground likelihood information from multiple views on plane $h$, and finally $H$ and $C$ represent the number of parallel planes and cameras, respectively.

Unlike the method in [2], we have used the human detection algorithm in [38] for extracting foreground likelihood information ($p(y_{c,h}|x)$). The human detector outputs a probability map that represents the probable locations of people in the image plane. We project this probability map onto the ground plane ($Z=0$) and onto planes at different heights ($Z=200, 400, \cdots, 1600$) that are parallel to the ground. Then, we combine these multi-layered projected probability maps and obtain a likelihood function for a camera view. Similar to the first tracker described in Section 3.2.1, after the fusion of likelihoods from multiple views for multiple planes, a posterior probability is obtained by combining the likelihood with a motion model and the position of people are estimated by running dynamic programming on the posterior probability. The association of observations to people is achieved in two levels: at the camera level based upon appearance (color) and at the fusion node based on motion information.

3.2.4. Decentralized Version of Algorithm 2

In our framework, we evaluate the multi-layer projected probability maps ($p(y_h|x)$) in a decentralized way (Figure 1). In [2], fusion is first performed
on camera views and then on parallel homography planes. Here, we switch this order by first fusing the likelihood information on parallel planes. At each camera node, the likelihood functions obtained by the human detection algorithm [38] \( p(y_{c,h}|x) \) are projected on multiple parallel planes and combined to obtain the single-view likelihood function:

\[
p(y_c|x) = \prod_{h=1}^{H} p(y_{c,h}|x)
\]  

(6)

Then, this likelihood is sent to the fusion node. In the fusion node, the likelihoods are fused on camera views to obtain the multi-view likelihood function:

\[
p(y|x) = \prod_{c=1}^{C} p(y_c|x)
\]  

(7)

Using the multi-view likelihood function and the motion model, the position of people in the scene are estimated at the fusion node using dynamic programming.

4. Sparse Representation of Likelihood Functions

4.1. Overview

The bandwidth required for sending local likelihood functions depends on the size of likelihoods (i.e., the number of "pixels" in a 2D likelihood function) and the number of cameras in the network. To make the communication in the network feasible, in [3] a block-based transform domain compression scheme is followed. In this block-based compression scheme, after each camera node performs feature extraction and obtains likelihood functions, likelihood functions are split into blocks and each block is transformed to an
appropriate wavelet domain. Then, by taking only the significant coefficients, the likelihood functions are compressed and this new representation is sent to the fusion node. Here, following the great success of compressed sensing in different application areas, we propose a sparse representation framework. At each camera node we propose to represent the likelihood functions sparsely in a proper dictionary and then send this representation instead of sending the function itself. If one can find a dictionary through which the likelihood functions can be represented accurately by a small number of coefficients, then this approach would have the potential to contribute to accurate tracking with minimal use of communication resources. The main contribution of this paper is designing overcomplete dictionaries that are matched to the structure of likelihoods and building a sparse representation framework for bandwidth-efficient decentralized tracking in VSNs. Thanks to the developments in processor technology and fast solver algorithms for $l_1$-minimization problems, we believe sparse representation based methods, such as our approach, also have a high potential for real-world scenarios.

Mathematically, we have the following linear system:

\[ y_c = A_c \cdot b_c \]  \hspace{1cm} (8)

where $y_c$ and $b_c$ represents the likelihood function of the camera $c$ (e.g., $P(T^c_i(k) | L^u_i = k)$ in Eq. 4 or $p(y_c | x)$ in Eq. 6) and its sparse coefficients, respectively, and $A_c$ is the overcomplete\footnote{The number of columns is bigger than the number of rows} dictionary matrix for camera $c$ that represents the domain in which $y_c$ has a sparse representation. To obtain the
sparse representation of the likelihood function, at each camera we solve the optimization problem in Eq. 9.

$$\min_{b_c} ||y_c - A_c \cdot b_c||_2 + \lambda ||b_c||_1$$  \hspace{1cm} (9)$$

Notice that in our sparse representation framework, we do not require the use of specific image features or likelihood functions. The only requirement is that the tracking method should be based on a probabilistic framework, which is a common approach for modeling the dynamics of humans. Hence, our framework is a generic framework that can be used with many probabilistic tracking algorithms in a VSN environment. In fact, we have applied our framework using two different tracking algorithms (Section 3.2) and shown the tracking results in Section 5.

At the fusion node, likelihood functions of each camera can be reconstructed simply by multiplying the new representation with the matrix $A_c$. In general, this may require an initialization step to decide the sparsifying space ($A_c$) at each camera that is matched with the task of interest and to send all dictionary matrices to the fusion node. In the next subsection, we go through the question of how one can design the representation dictionary $A_c$ in Eq. 8.

4.2. Designing Overcomplete Dictionaries

In [3], it has been shown that the block-based compression approach can be used to reduce bandwidth. However, this approach does not offer a natural representation for likelihood functions, as it does not exploit the specific spatial structure exhibited by these functions. The block-based processing breaks the global structure of the likelihoods. For these reasons, we need a
special dictionary that is matched to the structure of the likelihood functions. A well-known approach to obtain such a dictionary is to learn from training data [39, 40]. However, such a learning-based approach is mostly used in signal/image denoising or restoration problems and the training data consist of signal/image patches [40]. In the problem of tracking, [39] would treat likelihoods as arbitrary images and would not properly exploit the knowledge on the structure of the likelihood functions. Hence, it might not be perfectly matched for parsimonious representation of likelihoods, for the objective of reducing the bandwidth. For this reason, rather than a generic learning-based method, we follow a different approach by building a dictionary exploiting the geometry of the measurement scenario. In particular, for an extremely parsimonious representation, we assert that natural atoms of the dictionary for each camera view would be likelihood functions generated by targets at each possible location in the scene.

The likelihood functions we obtain from the color model in [1] have a special structure. As it has been explained in Section 3.2.1, the color model likelihood functions for a person of interest are obtained by comparing the color histogram of rectangular patches in the foreground image and the color distribution of the person of interest. Hence, a similarity score is obtained for each grid cell on the ground plane. In Figure 2, two sample foreground images and the likelihood function obtained from these foreground images are shown. Figure 2-a and Figure 2-c show foreground images captured from two different camera views when there is only one person in the scene and when the scene is crowded, respectively. The likelihood functions obtained
from these image are shown in Figure 2-b and Figure 2-d. Here, \(x\) and \(y\) coordinates represent the grid cell coordinates on the ground plane. We can clearly see that likelihood functions consist of quadrilateral-shaped components. A person in the scene creates a quadrilateral-shaped component in the likelihood function. One of the important properties of these components is that their shape do not depend on the value of the foreground pixels. The values inside the quadrilateral change according to the color pixel intensities in the foreground image. But the shape of the quadrilateral only depends on the camera view and the position of the foreground pixels. For this reason, we can say that these quadrilateral-shaped components are building blocks of likelihood functions. By creating a dictionary from these building blocks, we can naturally and properly exploit the structure of the likelihood functions.

As we have mentioned above, the scale and orientation of the quadrilateral depends on the camera view and the position of the foreground pixels. In order to find all the building blocks of likelihood functions, we need to create likelihood functions from all the possible foreground images. Similar to a 2D Dirac delta function, we create a foreground image that is all-black except a single white pixel and obtain a likelihood function from this image (Figure 3). By changing the position of the white pixel and obtaining the likelihood function from that foreground image, we can create a pool composed of building blocks. For each camera, we create the dictionary matrix (\(A_c\) in Eq. 8) by arranging the building blocks of likelihoods as the columns of the matrix. Note that dictionaries constructed in this manner depend on the geometry of the observation scenario. Hence, our dictionaries naturally adapt to and
Figure 2: Foreground images captured from two different camera views (a) when there is only one person in the scene, (c) when the scene is crowded and (b,d) color model likelihood functions obtained from the images based on the approach in [1].
explore the geometry of the sensing scenario.

In the tracking method [2], the likelihood functions of each camera view are obtained by fusing the projection of foreground maps obtained by the human detection step on parallel planes. A sample foreground image and a foreground map obtained from this foreground image are shown in Figure 4. Again, we can observe that a person in the scene creates a quadrilateral-shaped component in the projected likelihood function. In order to find the building blocks of these likelihood functions, we imitate a person in the scene by setting a 100×30 rectangular patch in an all-zero likelihood function and projecting this likelihood onto the ground plane (Figure 5). Similar to the procedure above, as we shift this rectangular patch, we can create a pool of building blocks and consequently build the dictionary.

4.3. **Comparison of Solvers for l1-minimization**

Solving optimization problems with l1 constraints has become a well-established research area. Many solvers have been proposed for l1-minimization.
Figure 4: (a) A foreground image and (b) likelihood function obtained from the image based on the approach in [2].

Figure 5: (a) A sample foreground map that is all-black except a white 100×30 rectangular patch and (b) the likelihood function obtained from this foreground.
In [41], popular solvers have been compared in order to find the fastest solver to be used in sparsity-driven face recognition. Following this work, we have compared these solvers in order to choose a solver that is fast and accurate for our sparse representation framework.

In the comparison, we have used 20 different likelihood functions obtained from the tracker in [1] as a test set. Our specially designed dictionaries, that have been created using the approach described in Section 4.2, have been used as the $A_c$ matrix in Eq. 9. Homotopy [42], L1LS [43], SpaRSA [44], FISTA [45], and ALM [41] algorithms have been used to solve the optimization problem in Eq. 9 and find the sparse representation of likelihood functions in the test set. The regularization parameter in Eq. 9, $\lambda$, is set to several values: $0.1, 0.5, 1, 10, 100, 200$. The average run-times of the solvers in seconds for different $\lambda$ values are shown in Table 1. To avoid trivial solutions, we have also checked the number of iterations of each algorithm. The average iteration counts of solvers for different $\lambda$ values are given in Table 2.

We can see that ALM algorithm for $\lambda$ values between $0.1 - 10$ and SpaRSA algorithm for $\lambda = 200$ are the fastest solvers. But, average iteration counts of ALM and SpaRSA show that they find the trivial solution. When we look at the Homotopy algorithm, we can see that, independent of the $\lambda$ parameter, Homotopy algorithm works fast and does not give the trivial solution. We have observed that selecting $\lambda = 0.1$ enforces sufficient level of sparsity to achieve reasonable results. Therefore, we select the Homotopy algorithm and set $\lambda = 0.1$ in our tracking experiments.
<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda = 0.1$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 10$</th>
<th>$\lambda = 100$</th>
<th>$\lambda = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homotopy [42]</td>
<td>0.60133</td>
<td>0.64638</td>
<td>0.62925</td>
<td>0.62143</td>
<td>0.49892</td>
<td>0.32343</td>
</tr>
<tr>
<td>SpaRSA [44]</td>
<td>24.695</td>
<td>22.9193</td>
<td>22.1939</td>
<td>21.7195</td>
<td>22.0352</td>
<td>0.063027</td>
</tr>
<tr>
<td>FISTA [45]</td>
<td>636.0206</td>
<td>381.3541</td>
<td>343.2617</td>
<td>206.3525</td>
<td>130.385</td>
<td>131.4214</td>
</tr>
<tr>
<td>ALM [41]</td>
<td>0.085406</td>
<td>0.078551</td>
<td>0.079087</td>
<td>0.078963</td>
<td>6.8105</td>
<td>127.8755</td>
</tr>
</tbody>
</table>

Table 1: Average run-times of solvers in seconds for different regularization parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda = 0.1$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 10$</th>
<th>$\lambda = 100$</th>
<th>$\lambda = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homotopy [42]</td>
<td>15.4792</td>
<td>15.4792</td>
<td>15.4792</td>
<td>15.1942</td>
<td>8.6354</td>
<td>1.3125</td>
</tr>
<tr>
<td>SpaRSA [44]</td>
<td>833.5938</td>
<td>848.9271</td>
<td>833.5729</td>
<td>813.4583</td>
<td>826.0208</td>
<td>0.5</td>
</tr>
<tr>
<td>FISTA [45]</td>
<td>269.9688</td>
<td>144.4583</td>
<td>121.9375</td>
<td>47.7917</td>
<td>7.8542</td>
<td>4.75</td>
</tr>
<tr>
<td>ALM [41]</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>206.0313</td>
<td>3498.6563</td>
</tr>
</tbody>
</table>

Table 2: Average iteration counts of solvers for different regularization parameters.

5. Experimental Results

This section contains results of a set of experiments testing the performance of our approach in various tracking scenarios and comparing it with several existing techniques proposed for tracking applications in VSNs. In Section 5.1, we have demonstrated the use of our approach within the framework of the tracking algorithm in [1] and presented comparisons of our method with a block-based compression framework in [3], a decentralized method [4] and a centralized approach. In Section 5.2, we have demonstrated the use of our approach within the framework of the tracking algorithms in [1, 2] and we have presented the comparisons of our approach with distributed methods in [5, 6]. In all experiments, the first camera node is assumed to be the most powerful node and selected as the fusion node.
5.1. Comparison with a Block-based Compression Framework

In this subsection, we present experimental results based on the tracking framework in [1]. We have compared our method with a block-based compression framework [3], a traditional centralized approach of compressing raw images, and a decentralized method in which, similar to [4], a Kalman filter is used in the fusion node to estimate the position of a person in the scene using the observations coming from cameras. In the centralized approach, after the raw images are acquired by the cameras, similar to JPEG compression, each color channel in each image is compressed and sent to the central node. In the central node, features are extracted from the reconstructed images and tracking is performed using the method in [1]. In this decentralized method, after likelihood functions are computed, each camera sends the peak point of the distribution to the fusion node as observation\(^2\). In the fusion node, the observations of each camera are spatially averaged and using the average position as its observation, a Kalman filter is applied to estimate the position of the person on the ground plane. The positions of all people in the scene are estimated by running an individual Kalman filter for each person.

5.1.1. Setup

In the experiments, we have simulated the VSN environment by using the indoor and outdoor multi-camera dataset in [1]. The indoor dataset consists of a video sequence of four people sequentially entering a room and walking

\(^2\)Previously, the word “observation” was used to refer to the data acquired by cameras. Here, we use it as the information, that is obtained by feature extraction at the camera nodes, shared by cameras to be used as ”data“ by the tracker.
around. The sequence was shot by four synchronized cameras that were located at each corner of the room. In this sequence, the area of interest was discretized into $G = 56 \times 56 = 3136$ locations. The outdoor dataset was shot in a university campus and it includes up to four individuals appearing simultaneously. This sequence was shot by three synchronized cameras. The area of interest for this sequence was discretized into $G = 40 \times 40 = 1600$ locations. For the correspondence between camera views and the top view, the homography matrices provided with the dataset are used. The size of the images are $360 \times 288$ pixels and the frame rate for all of the cameras is 25 fps.

Using the procedure described in Section 4.2, we have created the dictionaries for each view. For the indoor dataset, we end-up with dictionaries with 36073, 46986, 28155 and 30195 atoms for the first, second, third and fourth view, respectively. Some elements of these dictionaries are presented in Figure 6. For the outdoor dataset, we end-up with dictionaries with 12777, 11984, and 19846 atoms for the first, second, and third view, respectively.

Following our observations in Section 4.3, we have solved the optimization problem using the Homotopy algorithm [42] with $\lambda$ set to 0.1 for all dictionaries.

5.1.2. Indoor Tracking Results

In this subsection, we present the performance of our method used for indoor multi-person tracking and compare it with the block-based compression approach of [3], our implementation of the decentralized approach in [4] and a traditional centralized approach of compressing raw images. For the
Figure 6: Each row presents some elements of the dictionary of each view created for the indoor dataset by the procedure described in Section 4.2.
block-based compression framework and the centralized approach, we use DCT for compression with a block size of $8\times8$ with several levels of compression, taking 1, 2, 3, 4, 5, 10, and 25 most significant coefficient(s) per block. Consequently, with $56\times56$ likelihoods, at each camera in total we end up with at most 49, 98, 147, 196, 245, 490 and 1225 coefficients per person. Since there are four individuals in the scene at most, each camera sends at most 196, 392, 588, 784, 980, 1960 and 4900 coefficients. In the centralized approach we compress 3 color channels of each image. Since the images used in this experiment are composed of $360\times288$ pixels, at each camera we end up with 4860, 9720, 14580, 19440, 24300, 48600 and 121500 coefficients. In our method, after sparse representation of color model likelihood of a person of interest is found, we considered transmission of 10, 15, 20, 25, 50 and 100 most significant coefficients. Since there are four individuals in the scene at most, each camera ends up sending at most 40, 60, 80, 100, 200 and 400 coefficients to the fusion node. In the decentralized method that uses a Kalman filter, for each person, each camera sends only 2 points, namely the 2D position of the peak point, to the fusion node. In total, we end up with 8 points in maximum for four individuals.

A ground truth for this sequence is obtained by manually marking the people in the ground plane, in intervals of 25 frames. Tracking errors are evaluated via Euclidean distance between the tracking and manual marking results (in intervals of 25 frames). We have also used two evaluation metrics [46]: Returning-Fragments (R-Frag) and Returning-ID Switches (R-IDS). R-Frag corresponds to the total number of times that there is a link between two
trajectories which represents a person leaving and returning to the scene in groundtruth, but there is no link in the tracking result. R-IDS is the total number of times that there is no link between two trajectories which means they represent different people in groundtruth, but there is a link in the tracking results. Table 3 shows the average of tracking errors over all people, and the R-Frag and R-IDS metrics obtained for each approach. Since people do not exit the scene in this sequence, R-Frag metric is zero for all methods. Note that the actual number of significant coefficients sent by a camera at each time point depends on the number of people in the scene at that moment. The number of significant coefficients shown in Table 3 is computed based on the worst case assumption of the presence of 4 people in the scene all the time. So this is actually an upper bound on the number of coefficients that will be sent by each camera at each time point. Note this is handled in exactly the same way for all methods, so our comparison is fair. Table 3 also presents the bandwidth requirement of each method in Kbps calculated using a 32-bit precision for each coefficient value. Figure 7 presents the average tracking errors versus the total number of significant coefficients used in communication for all methods.

It can be clearly seen that by using custom-designed dictionaries, our sparse representation framework achieves much more bandwidth reduction than the block-based compression framework and the centralized method. To achieve an error of 1 pixel in the grid on average and zero ID switch (R-IDS), our sparse representation framework using custom-designed dictionaries needs at least 20 coefficients per person, whereas the block-based compression frame-
work needs at least 147 coefficients per person. The centralized approach is not capable of decreasing the communication without affecting the tracking performance. It needs at least 121500 significant coefficients in total. By using the decentralized Kalman approach, we can obtain a huge reduction in communication, but we cannot perform robust tracking. R-IDS metric shows that in 144 frames the people are misassociated. Our framework is also advantageous over an ordinary decentralized approach that directly sends likelihood functions to the fusion node. In such an approach, we send each data point in the likelihood function, resulting in the transmission of 3136 values per person. It can be seen that our approach can significantly reduce the amount of communication in the network as compared to this approach while achieving the same level of tracking accuracy.

The tracking results of the block-based compression framework using 49 coefficients per person, the decentralized Kalman approach, and our sparse representation framework using 20 coefficients per person are given in Figure 8, Figure 9, and Figure 10, respectively. It can be seen that, although the block-based compression approach can track the first and the second individuals very well, there is an identity association problem for the third and fourth individuals. The decentralized Kalman approach fails to track the people in the scene. Nearly for all people, there occurs identity association problems. In some frames, it loses the track of the person and starts tracking a virtual person in the scene (frame no. 1173 in Figure 9-b). These failures occur because the amount of information coming from cameras is not enough to perform robust tracking. In [4], the decentralized Kalman filter-
<table>
<thead>
<tr>
<th>No. of Cfg</th>
<th>BW (Kbps)</th>
<th>Tracking Error</th>
<th>R-Prag</th>
<th>R-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS</td>
<td>4600</td>
<td>2658</td>
<td>27.4538</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>9720</td>
<td>7774</td>
<td>16.3318</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>16560</td>
<td>11361</td>
<td>11.7318</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>19640</td>
<td>15152</td>
<td>17.7736</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>24090</td>
<td>18410</td>
<td>16.3018</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>46992</td>
<td>38980</td>
<td>8.4194</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>112500</td>
<td>97200</td>
<td>0.3508</td>
<td>0</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>No. of Cfg</th>
<th>BW (Kbps)</th>
<th>Tracking Error</th>
<th>R-Prag</th>
<th>R-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>366</td>
<td>326.6</td>
<td>11.5734</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>372</td>
<td>273.4</td>
<td>11.5734</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>408</td>
<td>226.4</td>
<td>1.0092</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>444</td>
<td>435.2</td>
<td>1.0092</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>460</td>
<td>544</td>
<td>1.0092</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>1305</td>
<td>1088</td>
<td>1.0097</td>
<td>0</td>
</tr>
<tr>
<td>FC</td>
<td>1420</td>
<td>2720</td>
<td>1.0097</td>
<td>0</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>No. of Cfg</th>
<th>BW (Kbps)</th>
<th>Tracking Error</th>
<th>R-Prag</th>
<th>R-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decent</td>
<td>12544</td>
<td>10035.2</td>
<td>1.0227</td>
<td>0</td>
</tr>
<tr>
<td>DecentKalman</td>
<td>9</td>
<td>9.6</td>
<td>15.0198</td>
<td>0</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>No. of Cfg</th>
<th>BW (Kbps)</th>
<th>Tracking Error</th>
<th>R-Prag</th>
<th>R-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designed-Net</td>
<td>40</td>
<td>32</td>
<td>4.994</td>
<td>0</td>
</tr>
<tr>
<td>Designed-Net</td>
<td>40</td>
<td>48</td>
<td>1.940</td>
<td>0</td>
</tr>
<tr>
<td>Designed-Net</td>
<td>80</td>
<td>64</td>
<td>1.0047</td>
<td>0</td>
</tr>
<tr>
<td>Designed-Net</td>
<td>100</td>
<td>80</td>
<td>1.0047</td>
<td>0</td>
</tr>
<tr>
<td>Designed-Net</td>
<td>200</td>
<td>160</td>
<td>1.0047</td>
<td>0</td>
</tr>
<tr>
<td>Designed-Net</td>
<td>600</td>
<td>520</td>
<td>1.0047</td>
<td>0</td>
</tr>
</tbody>
</table>

(d)

Table 3: Indoor sequence: Tracking results of (a) a centralized approach that sends compressed images to central node ("IC"), (b) the block-based compression framework in [3] ("FC"), (c) the decentralized Kalman approach ("DecentKalman") and a decentralized method that directly sends the likelihood functions ("Decent"), and (d) our sparse representation framework for several levels of compression. Bold lines represent the best tracking and bandwidth reduction performance.
Figure 7: Indoor sequence: The average tracking errors vs. the number of coefficients for the centralized approach (blue square), the block-based compression framework in [3] (red), our sparse representation framework (blue circles), the decentralized Kalman approach (purple) and a decentralized method (green) that directly sends the likelihood functions.
ing approach has only been tested on a simple scenario that involves tracking people using cameras mounted on the ceiling, and the approach does not perform very well on the more challenging tracking scenario we consider in this paper. In Figure 10, we observe that all people in the scene can be tracked very well by our sparse representation framework. All methods suffer from an error for the third person around the 700th frame, because tracking starts a few frames after the third person enters the room. When the number of coefficients taken per person is fewer than 20, since the quality of likelihoods decreases, we also observe identity problems. We can also observe this in Figure 11 which shows average PSNR values between the original and reconstructed likelihoods versus the number of coefficients. However, by selecting the number of coefficients per person greater than or equal to 20, we can track all the people in the scene accurately. The block-based compression framework, in total, requires at least five times more coefficients to achieve this level of accuracy.

In the light of the results we obtained, for the same tracking performance, our sparse representation based method saves 80.39% of the bandwidth used by the block-based compression approach and uses only 0.06% of the bandwidth required by the centralized approach. As compared to the ordinary decentralized approach transmitting full likelihood functions, our approach saves 99.37% of the bandwidth, while achieving the same level of tracking accuracy.
Figure 8: (a) The tracking errors for each person and (b) tracking results for the indoor dataset obtained by the block-based compression framework in [3] using 49 coefficients per person used in communication.
Figure 9: (a) The tracking errors for each person and (b) tracking results for the indoor dataset obtained by the decentralized Kalman approach.
Figure 10: (a) The tracking errors for each person and (b) tracking results for the indoor dataset obtained by our sparse representation framework using 20 coefficients per person used in communication.
Figure 11: Indoor sequence: The average PSNR vs. the number of coefficients for our sparse representation framework together with average tracking errors.

5.1.3. Outdoor Tracking Results

The performance of our sparse representation based method for outdoor multi-person tracking is presented in this subsection. Again, we have compared our sparse representation framework with the block-based compression framework in [3] and the centralized approach using DCT domain with a block size of 8×8 and the decentralized Kalman approach in [4]. For the block-based compression approach, we again considered several levels of compression, taking 5, 10, 15, 20, 30, and 50 most significant coefficient(s) per block. Consequently, with 40×40 likelihoods, at each camera in total we end up with at most 125, 250, 375, 500, 750 and 1250 coefficients per person. Since there are four individuals in the scene at most, each camera sends at most 500, 1000, 1500, 2000, 3000, and 5000 coefficients. For the centralized approach, we considered taking only 1, 2, 3, 4, 5, 10, and 25 most significant coefficient(s) per block. Hence, at each camera we end up with 4860, 9720, 14580, 19440, 24300, 48600 and 121500 coefficients. In our method,
after sparse representation of color model likelihood of a person of interest is found, we considered transmitting 5, 10, 15, 20, 25, 50 and 100 the most significant coefficients. Since there are four individuals in the scene at most, each camera ends up sending at most 20, 40, 60, 80, 100, 200 and 400 coefficients to the fusion node. As mentioned in the previous section, in the decentralized Kalman approach, we end up sending at most 8 points for four individuals.

As in the indoor sequence, tracking errors are evaluated via the Euclidean distance between the tracking and manual marking results. We have also computed the R-Frag and R-IDS metrics. Table 4 shows the average of tracking errors over all people, and the R-Frag and R-IDS metrics obtained for our sparse representation framework. Figure 12 presents the average of tracking errors over all people versus the total number of significant coefficients used in communication for our approach. The performance of the block-based compression framework, the decentralized Kalman approach and the centralized approach are also presented in Table 4 and Figure 12. It can be clearly seen that our sparse representation framework works better in decreasing the communication than the block-based compression framework. The block-based compression framework requires at least 375 coefficients per person to achieve an error of 2 pixels in the grid on average and minimum number of ID switches. The R-IDS metric results show that, using fewer coefficients with this approach causes identity association problems. On the other hand, by using our sparse representation framework, we achieve a similar tracking error and even less number of ID switches with 10 coefficients.
Figure 12: Outdoor sequence: The average tracking errors vs. the number of coefficients for the centralized approach (blue square), the block-based compression framework in [3] (red), our sparse representation framework (blue), the decentralized Kalman approach (purple) and a decentralized method (green) that directly sends likelihood functions. 

per person. The decentralized Kalman approach enables a huge reduction in the communication, but cannot perform robust tracking. The R-IDS metric results show that people are misassociated in 124 frames. For the centralized approach, at least 121500 coefficients are required to achieve robust tracking. Our framework is also advantageous over an ordinary decentralized approach that directly sends each data point in the likelihood functions to the fusion node. Such an approach requires sending 1600 values per person. The performance of this approach is also shown in Table 4 and Figure 12. It can be seen that we can achieve the same level of tracking accuracy as the ordinary decentralized method while significantly decreasing the communication in the network.
Table 4: Outdoor sequence: Tracking results of (a) a centralized approach that sends compressed images to central node ("IC"), (b) the block-based compression framework in [3] ("FC"), (c) the decentralized Kalman approach ("DecentKalman") and a decentralized method that directly sends the likelihood functions ("Decent"), and (d) our sparse representation framework for several levels of compression. Bold lines represent the best tracking and bandwidth reduction performance.
The tracking results of the block-based compression framework using 250 coefficients per person, the decentralized Kalman approach, and our sparse representation based approach with custom-designed dictionaries using 10 coefficients per person are given in Figure 13, Figure 14, and Figure 15, respectively. It can be seen that, block-based compression fails to preserve identities with this level of compression. In particular, when a person leaves the scene and comes back, the person cannot be recognized and he or she is considered as a new person in the scene. For the decentralized Kalman approach, nearly for all people, there occurs identity association problems. Usually, it loses the track of the person and starts tracking a virtual person in the scene (Figure 14-b). As in the indoor tracking results presented in the previous section, these failures occur because the amount of information coming from cameras is not enough to perform robust tracking. In Figure 15, we observe that likelihoods can be reconstructed properly and all people in the scene can be tracked very well by our approach with custom-designed dictionaries using 5 times fewer coefficients. This can also be observed in the plot of PSNR values versus the number of coefficients in Figure 16.

Based on these results, we can say that, by using the custom-designed dictionaries, our sparse representation framework successfully decreases communication load in the network without significantly degrading tracking performance. For the same tracking performance, our approach saves 97.62% of the bandwidth used by the block-based compression approach and uses only 0.03% of the bandwidth required by the centralized approach. As compared to the ordinary decentralized approach, our approach uses only 0.63% of the
Figure 13: (a) The tracking errors for each person and (b) tracking results for the outdoor dataset obtained by the block-based compression framework in [3] using 250 coefficients per person in communication.
Figure 14: (a) The tracking errors for each person and (b) tracking results for the outdoor dataset obtained by the decentralized Kalman approach.
Figure 15: (a) The tracking errors for each person and (b) tracking results for the outdoor dataset obtained by our sparse representation framework using 10 coefficients per person in communication.
bandwidth needed by the decentralized approach. Hence what we propose is a bandwidth-efficient approach.

5.2. Comparison with a Distributed Approach

In this subsection, we compare our method with a distributed approach in which each camera node fuses its observations with tracking results received from its neighbors and sends the updated estimates to the next neighbor. For this comparison, we have used the distributed tracking methods in [5, 6] within the tracking frameworks in [1, 2].

In [5], at each camera node, the position of each person on the ground plane is estimated by applying individual Kalman-consensus filters (KCF) [15] on its own observations together with observations and estimates coming from neighboring cameras. In [6], rather than a Kalman-consensus filter, an information weighted consensus filter (ICF) that weights the estimates coming
from neighboring cameras by their information matrix is used. The state of each person in the filters is a four-element vector representing the position and velocity in the horizontal and vertical directions on the ground plane. The observation vector of each camera is obtained by finding the local maximum points of its likelihood function ($P(T_i^c(k)|L_t^n = k)$ and $P(X_i^t = 1|B_t)$ in Section 3.2.1, and $p(y_i|x)$ in Section 3.2.3). In the tracking framework of [1], the local maximum points obtained from $P(T_i^c(k)|L_t^n = k)$ and $P(X_i^t = 1|B_t)$ are spatially averaged and the average position is used as the observation. At each time step, camera nodes share their observation vectors and observation covariances together with the predicted states of each person.

5.2.1. Setup

In the experiments, we have simulated the VSN environment by using the PETS 2009 benchmark dataset [47]. The data were collected in a university campus and it includes many people appearing simultaneously. We have used the four cameras that cover a rectangular region on the ground and a sub-sequence in which at most five people appear in the scene. The area of interest in this dataset is of size $6 \times 6$ and discretized into $G = 40 \times 40 = 1600$ locations, corresponding to a regular grid with a resolution of 15 cm. The calibration parameters for each camera are provided within the dataset. The size of the images are $720 \times 576$ pixels and the frame rate for all of the cameras is 7 fps.

As we have described in Section 4.2, we design a dictionary for each camera by using the building blocks of the likelihood functions. For the tracker in [2], we obtain dictionaries with 6932, 7870, 7768 and 6844 atoms for the first,
second, third, and fourth view, respectively. For the tracker in [1], we obtain dictionaries with 28380, 32259, 28399 and 20505 atoms for the first, second, third, and fourth view, respectively. Again following our observations in Section 4.3, we have solved the optimization problem using the Homotopy algorithm [42] with $\lambda$ set to 0.1 for all dictionaries.

In experiments within the tracker in [1], we have used a sub-sequence that includes four people in the beginning. In the fusion node, a color-based data association algorithm is used to match likelihoods extracted by each camera node. For the first frame of the sequence, likelihoods are sent to the fusion node together with a corresponding 512-bin RGB color histogram. In the fusion node, the histograms are matched using the intersection metric [48] and a voting procedure. Each histogram, corresponding to a likelihood function extracted for a person in each camera node, is compared with the color histograms from other nodes using the intersection metric. The ID of the closest histogram is taken as a vote for the corresponding node. Then, the most voted ID is selected as the ID of the likelihood. In order to obtain a globally consistent solution among cameras, we run the procedure for each likelihood and find the globally maximum voted ID. Figure 17 presents the likelihood functions and the corresponding color histograms for each person at each camera node. Using this color-based data association algorithm we can correctly match the likelihoods and perform tracking in the fusion node.

5.2.2. Tracking Results
Figure 17: Likelihoods extracted by each camera node (top) and corresponding 512-bin RGB color-histograms (bottom) for four people in the beginning of the PETS 2009 subsequence. Color-histograms are used for data association in the beginning of the sequence.

The results of the comparison between our method and the distributed methods in [5, 6] are presented in this subsection. In both distributed approaches, at each iteration of the filter, each camera shares the observation\(^3\) vector (2 element vector) and observation covariance (2×2 matrix) together with the predicted states (4 element vector) with neighboring cameras. In our implementation, we have selected a common observation covariance at each camera, hence we save on communications by not sending this information. Consequently, to estimate the position of a person using any tracker, in total 6 elements are shared among cameras. Since there are four individuals in the scene at most, each camera sends at most 24 elements. In our method, after sparse representation of the likelihood of a person of interest is found,

\(^3\)We refer to the information shared by cameras.
within the tracker in [2] we consider the transmission of 30, 40, 45, 50, 75, and 100 most significant coefficients and within the tracker in [1] we consider the transmission of 10, 20, 30, 40, 50, and 100 most significant coefficients. In addition, we have also compared our approach with the block-based compression framework in [3] and the centralized approach using DCT domain with a block size of 8×8 and the decentralized Kalman approach in [4]. For the block-based compression approach, we again considered several levels of compression, taking 20, 30, 40, 50, and 60 most significant coefficient(s) per block within the tracker in [2] and taking 1, 2, 3, 4, 5, 10, and 20 most significant coefficient(s) per block within the tracker in [1]. Within the tracker in [2], we have also tried transmitting all the coefficients which corresponds to 64 values per block. Consequently, with 40×40 likelihoods, at each camera in total we end up with at most 500, 750, 1000, 1250, 1500 and 1600 coefficients within the tracker in [2] and at most 25, 50, 75, 100, 125, 250, and 500 coefficients per person within the tracker in [1]. Since there are four individuals in the scene at most, each camera sends at most 100, 200, 300, 400, 500, 1000, and 2000 coefficients within the tracker in [1]. For the centralized approach within any tracker, we considered taking only 1, 2, 3, 4, 5, 10, and 25 most significant coefficient(s) per block. Hence, at each camera we end up with 19440, 38880, 58320, 77760, 94200, 194400 and 486000 coefficients. For the decentralized Kalman approach, as we have mentioned previously, each camera sends 8 points in maximum for four individuals.

A ground truth for this sequence is obtained by manually marking the people in the ground plane. Tracking errors are evaluated via Euclidean distance
between the tracking and manual marking results. We have used the R-Frag and R-IDS metrics. Table 5 and Table 6 present the average of tracking errors over all people, as well as the R-Frag, and R-IDS metrics for all methods within the trackers in [2] and [1], respectively. Figure 18 and Figure 19 show the average tracking error versus the total number of significant coefficients for all methods within the trackers in [2] and [1], respectively. Since bandwidth usage is not adjustable in distributed, ordinary decentralized, and decentralized Kalman approaches, these methods are represented by single operating points in Figure 18 and Figure 19. Table 5 and Table 6 also present bandwidth requirement of each method in Kbps calculated using a 32-bit precision for each coefficient value. It can be clearly seen that the distributed approaches within both trackers can provide a huge reduction in communication in the network, but they cannot perform robust tracking. Both KCF and ICF based distributed approaches we consider here appear to depend on each camera to provide good tracking performance on its own, and may not perform well in a challenging tracking scenario when that is not satisfied as we observe in our experiments. Our sparse representation framework achieves a smaller bandwidth reduction than the distributed approaches, but, by using the custom-designed dictionaries, our framework has the ability to decrease the communication without affecting the tracking performance significantly. Within the tracker in [2], by using at least 50 coefficients, our sparse representation framework reconstructs the likelihoods with minimum error. Thereby it achieves a tracking error of 2.5 pixels in the grid on average and minimum number of ID switches. Within the tracker in [1], by using at least 80 coefficients, our approach properly reconstructs
the likelihoods and achieves an error of 0.95 pixels in the grid on average and only 12 ID switches. This is also observed in PSNR values given in Figure 20. On the other hand, while using 24 coefficients, the distributed approaches, within the tracker in [2], has a tracking error of more than 16 pixels in the grid on average and in more than 240 times the people in the scene are misassociated and, within the tracker in [1], has a tracking error of more than 24 pixels in the grid on average and in more than 450 times the people in the scene are misassociated. Within both trackers, our method is also advantageous over the block-based compression approach, the centralized approach and the decentralized Kalman approach. The block-based compression approach fails to perform compression on likelihoods without affecting the tracking accuracy. To achieve robust tracking within the tracker in [2], it needs all coefficients to be transmitted to the fusion node. Within the tracker in [1], it needs at least 1050 coefficients to be transmitted to the fusion node for robust tracking. Within both trackers, the centralized approach requires 486000 coefficients to achieve an error of 1.3-3 pixels in the grid on average and minimum number of ID switches. Although, the decentralized Kalman approach achieves a huge reduction in bandwidth, it cannot perform robust tracking. The R-IDS metric shows that people are misassociated in 249 and 454 frames within the tracker in [2] and [1], respectively. Our approach also achieves a better performance than an ordinary decentralized approach that directly sends likelihood functions to the fusion node. In such an approach, we send each data point in the likelihood function, resulting in the transmission of 1600 values within the tracker in [2] and 6400 values within the tracker in [1]. The performance of this approach
Table 5: PETS 2009 sequence using the tracker in [2]: Tracking results of (a) a centralized approach that sends compressed images to central node ("IC"), (b) the block-based compression framework in [3] ("FC"), (c) the decentralized Kalman approach ("Decent-Kalman"), a decentralized method that directly sends the likelihood functions ("Decent"), the distributed approach in [5] ("Distributed-KCF") and the distributed approach in [6] ("Distributed-ICF") and (d) our sparse representation framework for several levels of compression. Bold lines represent the best tracking and bandwidth reduction performance.

is also presented in Tables 5, 6 and Figures 18, 19. Within the tracker in [2], by using all the information in likelihoods, the ordinary decentralized approach achieves marginally better tracking performance than our method. However, our framework provides a significant reduction in bandwidth use while achieving a tracking performance very close to the performance of the ordinary decentralized method.

The tracking results of the distributed approach in [5] and our sparse representation framework using 50 coefficients, within the tracker in [2], are shown
Figure 18: PETS 2009 sequence using the tracker in [2]. The average tracking errors vs. the number of coefficients for the centralized approach (blue square), the block-based compression framework in [3] (red), our sparse representation framework (blue), the distributed approach in [5] (red square), the distributed approach in [6] (red circle), the decentralized Kalman approach (purple) and a decentralized method (green) that directly sends likelihood functions.
Table 6: PETS 2009 sequence using the tracker in [1]: Tracking results of (a) a centralized approach that sends compressed images to central node ("IC"), (b) the block-based compression framework in [3] ("FC"), (c) the decentralized Kalman approach ("DecentKalman"), a decentralized method that directly sends the likelihood functions ("Decent"), the distributed approach in [5] ("Distributed-KCF") and the distributed approach in [6] ("Distributed-ICP"), and (d) our sparse representation framework for several levels of compression. Bold lines represent the best tracking and bandwidth reduction performance.
Figure 19: PETS 2009 sequence using the tracker in [1]: The average tracking errors vs. the number of coefficients for the centralized approach (blue square), the block-based compression framework in [3] (red), our sparse representation framework (blue), the distributed approach in [5] (red square), the distributed approach in [6] (red circle), the decentralized Kalman approach (purple) and a decentralized method (green) that directly sends likelihood functions.

Figure 20: PETS 2009 sequence: The average PSNR vs. the number of coefficients for our sparse representation framework together with average tracking errors within the tracker (a) in [2] and (b) in [1].
in Figure 21 and Figure 22, respectively. It can be seen that, the distributed approach fails to preserve identities. For all people in the scene, there occurs identity switches. One of the main reasons of this problem is that the observations extracted from single view likelihood functions are not sufficient for representing the whole likelihood function. The distributed approaches appear to equally incorporate all observations coming from cameras. Since the observations are not extracted after fusing the multi-view likelihoods, noisy single view likelihoods create inaccurate observations for tracking. An example for such a case is given in Figure 23. We can see that, since the observations extracted from likelihoods of each view are inaccurate, the estimated position of the person is not accurate. Hence, the distributed approach fails to track the people. On the other hand, in our sparse representation framework, we first fuse the single view likelihoods and then use the multi-view likelihood function in tracking. By using the custom-designed dictionaries, we represent the likelihood functions with small number of coefficients without significantly reducing the amount of information they contain. Thus, the multi-view likelihoods, obtained by fusing the reconstructed single view likelihoods, are accurate enough to perform robust tracking under severe bandwidth limitations. In Figure 22, it can be seen that our framework can successfully preserve identities and track all people in the scene robustly. Even if a person leaves the scene and comes back (the first person in Figure 22-b), he or she is recognized and a true label is assigned to the person. Occasionally in this sequence, a person enters the scene while another person leaves. For this reason, sometimes our method starts tracking a few frames after the person enters the scene or ends tracking before the person leaves the
scene. Thereby, it suffer from some errors. When the number of coefficients taken is fewer than 50, we also observe identity problems. But by selecting the number of coefficients greater than or equal to 50, we can track all the people in the scene accurately.

In the light of the results we obtained, we can say that our sparse representation based method outperforms the both KCF and ICF based distributed approaches in [5, 6]. By using the custom-designed dictionaries, we can both decrease the communication in the network and perform robust tracking. Our method requires only 3.12% of the bandwidth needed by the ordinary decentralized method in order to achieve a tracking performance very close to that method. In the distributed approaches in [5, 6], since the observations are modeled with single Gaussian distributions, we only share mean and covariance information with the fusion center. However such a simple model is often insufficient for robust tracking [49]. There are particle filtering based distributed algorithms in which the particles sampled from likelihood functions are approximated using models (e.g., mixture of Gaussians) or quantized in order to reduce communications [49, 50]. Since our approach involves representing likelihood functions using custom-designed dictionaries, we expect to obtain more parsimonious representations, and hence more efficient communication than such methods.

6. Conclusion

Using a camera in a wireless network leads to unique and challenging problems. This paper presents a novel method that can be used in VSNs
Figure 21: (a) The tracking errors for each person and (b) tracking results for the PETS 2009 dataset obtained by the distributed approach in [5] within the tracker in [2].
Figure 22: (a) The tracking errors for each person and (b) tracking results for the PETS 2009 dataset obtained by our sparse representation framework, within the tracker in [2], using 50 coefficients per person used in communication.
Figure 23: (a-d) Inaccurate observations extracted from the likelihoods of camera 1, 3 and 4 (white stars) lead to (e) inaccurate estimation (blue star) in the distributed approach in [8]. Since the person of interest is not visible in camera 2, we do not have an observation coming from this view.

for multi-camera person tracking applications. In our method, tracking is performed in a decentralized way: each camera extracts useful features from the images it has observed and sends them to a fusion node which performs tracking. Most probabilistic tracking systems involve computation of a likelihood function. Instead of sending the likelihood functions themselves to the fusion node, we compress the likelihoods via sparse representation. Special overcomplete dictionaries that are matched to the structure of the likelihood functions are designed in an adaptive fashion exploiting information about the geometry of the sensing scenario, and used for sparse representation of likelihoods. This enables us to decrease the communication between cameras and fusion nodes. To the best of our knowledge, this is the first method that uses sparse representation and specially designed dictionaries to compress likelihood functions and applies this idea for VSNs. This framework fits well within the needs of the VSN environment. By extracting image features at the camera-level, the processing capabilities of cameras are utilized. Transmitting only the most significant coefficients, obtained from the
sparse representation of likelihoods, saves energy and bandwidth resources. In this manner, we have achieved a goal-directed compression scheme for the tracking problem in VSNs by performing local processing at the nodes and compressing the resulting likelihood functions which are related to the tracking goal, rather than compressing raw images.

Another advantage of this framework is that it does not require the use of a specific tracking method. In our experiments, we have used two different tracking algorithms and achieved bandwidth reduction in the network without degrading the tracking performance significantly. We believe our sparse representation framework is an effective approach that can be used together with any probabilistic tracker in VSNs. Thereby, existing centralized methods can be used within our framework in VSN environments without making significant changes (e.g., using simpler features, etc.) which may degrade their performance. By using overcomplete dictionaries that are matched to the structure of the likelihoods, for the same tracking performance, we achieve more bandwidth savings compared to existing methods.

In our experiments, we have also observed that there is a negative correlation between PSNR levels and the tracking error. This can be used to automatically choose an operating point (i.e., number of coefficients), e.g., based on the slope of the PSNR curve. While the absolute value of the tracking error is scenario-dependent, this automatic choice would enable one to avoid the operating points with significantly high tracking errors and achieve a low tracking error without using unnecessarily large number of coefficients.
While we do not claim this is the best approach for automatic selection of the number of coefficients in our approach, we believe it certainly provides a reasonable approach demonstrating the feasibility of automatic selection.

We believe that trying our sparse representation framework in nonoverlapping VSN setups, by compressing feature descriptors used for re-identification (such as in [46, 51]), can be another possible direction for future work.
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